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Specification of Population

· The actual specification of a sampling design begins with identification of the population to be surveyed.

· It's important for researchers to anticipate the decisions that are likely to arise during actual sample selec​tion.

· Respondents must be qualified on the basis of two criteria: first, they have to possess the information, and secondly, they may need to have certain attributes or characteristics to make their responses meaningful.

Sample Unit Specification

· A sample unit is the smallest entity that will provide one response.

· The specification of a sample unit must be neither too broad nor too narrow.

· If it's too broad, it won't be the smallest single unit.

· If it's too narrow, it would produce redundancy or be misleading.

· If the new survey data is to be compared with existing survey data - secondary data from some other source, it's important to be sure the specification of the sample unit for the survey id the same as for the data to which the survey results will be compared, to insure comparability.

Sample Frame Selection

· The sample frame is a list or set of directions identifying all the sample units in the population.

· Individual respondents will be selected from the sample frame when the survey data are collected.

· It's seldom possible to obtain a perfect sample frame.

· The more complete and accurate the sample frame, the better the sample will represent the population.

· Three criteria for selecting a sample frame for a survey.

· All-inclusive — the sample frame includes every member of the population to be surveyed.

· Exclusive — only those in the population are included.

· The units identified in the frame should be defined in exactly the same way as the sampling units.

Validity and Bias

· The effect of systematic bias, often called just plain bias, is to push or pull the results in one or another specific direction.

· No data can be more valid than it is reliable.

· The degree of reliability limits the degree of validity.

· A measurement of any kind is valid to the degree it measures all of that and only that which it's supposed to measure.

· To be valid it must be free of extraneous factors that systematically push or pull the results in one particu​lar direction.

· If something other than what's being measured affects the results by introducing a systematic bias, the re​sults are less valid.

Reliability and Error 

· The more error, the lower the reliability.

· High reliability implies a low level of error.

· Reliability means freedom from random error.

· The most fundamental test of reliability is repeatability - the ability to get the same data values from several measurements in the same way.

· The greater the random error, the lower the reliability.

· It's impractical to measure the entire population, so usually the researcher knows nothing about the whole population except what's learned from the sample, itself.

· Researchers and statisticians usually think of sampling error in terms of comparisons between similar sam​ples.

· Data from a sample that is relatively free from sampling error - is reliable - if other samples of the same size selected the same way from the same population provide results that are the same or very similar.

Sample Size Determination

· The sample size depends on the budget and degree of confidence required.

· Sample Size and Error

· Sample size and sampling error go in different directions - their inversely related to one another.

· Sample size and sample reliability go in the same direction - there's a direct, rather than inverse relation​ship between sample size and reliability.

· Confidence Level 

· The probability that a value in the population is within a specific, numeric range from the corresponding value computed from a sample.

· Standard Error 

· If the sample was, in fact, randomly selected, the probability of a certain amount of sampling error can be computed.

· The value that indicates the range of error or confidence interval is called the standard error of the esti​mate (S.E.).

· The value of S.E. and the corresponding breadth of the confidence are quantitative measures of sample re​liability and sampling error.

· The more reliable the sample, the lower the value of S.E. will be and the more narrow the confidence in​tervals will be.

· Key Variable Analysis 

· The specification of information requirements and assignment of priority will ordinarily identify only a few key variables that are the most important - those that constitute the major reason for the survey.

· The researcher should have a sense of the level of confidence desired for these key variables.

The Outside Limits

· Minimum Limit

· Small increases in sample size at lower levels yield big reductions in sample error and big increases in confidence.

· It's well worth it to increase the size of very small samples.

· Maximum Limit 

· The maximum practical size for a sample is about 1000 respondents, under ordinary conditions.

· Contrary to popular belief, the maximum practical size of a sample has absolutely nothing to do with the size of the population if it's many times greater than the sample.

Variance in the Population 

· There's always a chance that a sample will include many individuals who are a typical; who are different from the most typical members of the population.

· The more similar the individuals in the population, the smaller the sampling error.

· The more they vary from one another, the greater the sampling error.

· If there's more sampling error when the variance in the population is large when it's small, then there's also lower sample reliability.

· The larger the variance in the population, the lower the reliability of the data for a sample of a given size.

· Since confidence level is partly a function of variation in the population, the researcher must make an esti​mate of the amount of variation that's likely to exist in the population for the key survey variables.

· The more the respondents are likely to differ on the key items of the survey, the larger the sample must be to reach a given level of confidence.

· After identifying the key variables, assessing the tolerable error for each and making an estimate of the amount of variance among those in the population for each, the next step is to combine this information.

· The objective is to identify one, or at most, two or three items that will require the largest sample size to provide adequate confidence.

Subsamples Sizes 

· The size of each subsample must be determined.

· The two most common techniques used for data analysis that implicitly create subsamples are cross-tabula​tion and breakdowns of averages.

· The size of the subsamples depends on both the nature of the variables or items used for cross-tabulation or breakdowns and also on the distributions of response obtained from the survey.

· Those designing a sample must anticipate the potential for subsamples inherent in the survey task.

Judgment and Determination

· If most or all the factors indicating a large sample size are present, the researcher would choose a sample size very near the practical limit for the population.

· If most or all the conditions indicating a small sample size are present, the sample size selected would appro​priately be very near the minimum limit for the particular population to be sampled.

· When there are factors that indicate a large sample but others indicating a small one, the actual sample size must be in the mid-range between the maximum and minimum values suggested.

Preliminary Sampling 

· To make the necessary decisions concerning the appropriate sample size for a survey, the researcher must somehow anticipate at least two types of results before hand:

· Variance in the population for the key variables to be measured.

· Distributions of response for items that will form implicit subsamples during analysis.

· When it's virtually impossible to anticipate one or both of these two types of results, the researcher has two options - a pilot survey or a sequential sampling design.

· The Pilot Survey

· Advantages - simplicity, speed, and economy

· Only a small number of respondents and a few questions are required

· Sequential Sampling

· The researcher proceeds with the project as though a sample size had been determined.

· By observing the decrement in the confidence intervals and/or the increases in subsamaple sixes as data are added to the file, the researcher may be able to predict quite accurately the point at which the values will be adequate.

· Disadvantage - takes more time, effort, and resources than a pilot survey.

· It's more cumbersome and complex and requires analysis routines to be available during data collec​tion.

· It does not permit testing of other survey decisions, such as the question wording or scaling tech​niques, while these can be tested in a pilot survey.

· The major advantage of sequential sampling is its precision and accuracy.

Sample Selection Methods

· Random Sampling Benefits

· A random sample is the most desirable kind for almost every survey.

· It is most representative of the entire population

· It's least likely to result in bias.

· it has statistical properties that allow the researcher to make inferences about the population, based on the results obtained from the sample.

· Permits the computation of confidence intervals indicating the probability the population average is within a certain range around the sample average.

· The researcher can calculate and report the statistical significance of relationships between survey items, based on the probability that such relationships would result only from sampling error.

· Stratified Sampling

· The selection of sample strata is usually based on some demographic characteristics, but other variables might also be used to divide the population into strata.

· Practical when it's desirable to sample a much larger or smaller proportion of some strata than others.

· Useful if there's very little variance in the population within strata, and great variance between them.

· Cluster Sampling

· A method for reducing cost and time requirements by surveying groups of respondents who are geograph​ically close to one another.

· Can be used effectively to reduce costs for telephone interviewing.

· Isn't limited to geographical clustering.

· It's important to note those within one cluster must not be too close to one another or very similar to one another because they share the same location or position in space or time.

· Quota Sampling

· Used in situations where a stratified sample would be most desirable, but the sample frame doesn't indi​cate the strata membership of the sampling units.

· It's advisable to use a random sampling technique and to specify a stratified sample.

· The need to qualify potential respondents is the major factor that distinguishes a quota sample from oth​ers.

· Quota specifications may be based on virtually anything that can be observed by the interviewer or ascer​tained quickly with a few questions.

· Economy is the principal advantage of quota sampling designs.

· Special Designs

· Special sampling procedures are used to cope with problems or achieve special objectives.

· Researchers are encouraged to handle such unusual problems by combining some of the techniques or devising new ones that will be effective.

Random Selection Methods

· Nth Name Sampling

· When the sample frame consists of a list of sample units, the most common method of selecting a ran​dom sample from the list is to select every nth name.

· The researcher shouldn't begin counting with the first name on the list.

· The actual starting point should be picked randomly.

· Random Number Generators

· When a random number generator is used, it will usually be able to discard duplicate numbers and sort them in sequence from lowest to highest.

· Tables of Random Numbers

· Many books on statistics and mathematics or books of tables contain an appendix with a list of random numbers.

· Physical Selection Methods

· There are several mechanical devices to select numbers randomly.

Sampling Bias Sources

· Accessibility Bias - Some respondents are more readily selected or included in the sample so they're over-se​lected.

· Affinity Bias - Respondents who are most attractive to the interviewer are more often selected, so they're over-represented.

· Cluster Bias - The respondents that are selected are too closely clustered, so they're more similar to one an​other than to the population as a whole.

· Non-Response Bias - Respondents of a certain type more often refuse to participate, so they're under-repre​sented.

· Order Bias - The order of respondent selection over- or under-selects those of a certain type because they're in a certain place.

· Self-Selection Bias - Respondents are allowed to volunteer and those of a certain type more often do so,so they're over-represented.

· Termination Bias - Respondents of a certain type more often withdraw their participation in a continuing task, so they're under-represented.

· Visibility Bias - Some types of respondents are more easily identified or recognized than others, so they're more often selected.
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