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Relationships Between Variables

· When the responses to a pair of survey items or variables are compared to one another, over the individual re​spondents, there are two possible results:

· The answers to the two items may vary or "move" together, indicating they're significantly related to one another.

· They may be completely independent of one another, indicating there's no relationship between the two.

· The statistical tools to measure associations (relationships) between variables are designed to indicate if the variables are systematically related or are they completely independent.

Dependent and Independent Variables

· When two variables are associated with one another, they may have one of two types of relationships: one can be regarded as partially causing or determining the value of the other or they may be viewed simply as varying or changing, without any causal implications.

· The existence and direction of causality must be inferred by the researcher, in advance, because the choice of an appropriate statistical tool often depends on whether or not a causal relationship is implied.

· The choice of an appropriate statistical tool to measure association does depend on the types of variables be​ing analyzed, but it also depends on whether or not causality is implied.

· To choose the proper statistical tool to measure a relationship between two items, the researcher must deter​mine two things:

· What type of variable is each item.

· Which item will be viewed as "dependent" and which as "independent" if causality is implied.

· The independent variable is the one being caused or affected and the independent variable is the one causing or affecting the other.

· The direction of causality is from the independent to dependent variable.

· The dependent and independent variables are "operationally defined" - they're identified by how they operate, not what they are.

· Some survey items may be treated as independent variables for some measure of association or in relation to one set of other variables, and then be treated as dependent variables for another measure of relationships with another set of items.

· The analyst should identify a variable as dependent or independent for each analysis or "pairing," rather than merely identifying each survey item as dependent or independent for all measures.

Statistical Measures of Association

· To identify the proper statistical too, the analyst should identify each variable by type - categorical or contin​uous -and by operation - independent, dependent, with no causality.

· Where no causality is implied and the focus is merely on the degree of association between the two variables, it doesn't matter which is regarded as independent and which is dependent.

Statistical Significance

· The word "significance" does not mean importance.

· If a relationship between two variables is statistically significant, this simply means it signifies or signals there's a good chance the two items are actually related to one another in the population, just as they are in the sample.

· If the relationship is not significant, this means there's too high a chance this much of a relationship could result only from sampling error, even if it didn't exist in the population at large.

· Significance is required to make a statistical inference about the population.

· The question regarding statistical significance is : "What's the chance of this much relationship between the variables resulting only from sampling error if there were no relationship whatsoever in the population?"

· The significance probability is the answer.

· The smaller the significance probability is, the less likely the association between the variables resulted only from sampling error.

· The smaller the significance probability is, the more it signifies a similar relationship between the variables in the entire population from which the random sample was selected.

· Type I errors - rejecting the null (no relationship) hypothesis when it's actually true.

· Type II errors - accepting the null hypothesis when it's actually false.

· A major advantage of statistical analysis is computation of the probability of making the first kind of error - of assuming a relationship exists in the sample only because of sampling error.

· Significance is related to the importance of a relationship between variables, but the two aren't the same thing.

· Significance is necessary, but not sufficient for importance.

· If a relationship or difference isn't statistically significant, it can't be regarded as important.

· Simply because it's significant doesn't imply that it will necessarily prove important.

· Statistical significance is a function of several things -the sample size, the amount of variance in the variable within the population, and the actual relationship between the variables in the population.

· The importance of a relationship depends on the meaning of the variables and relationships to the sponsor.

Cross-Tabulation

· The most common measure of association between survey variables.

· It is so common and popular in part because the method is effective, it can easily be understood and inter​preted, and it can be tabulated very readily by spreadsheet, charting, and analysis programs.

· It will readily accept any data that can be put into a limited number of categories.

· It may lack the power and sensitivity of other measures of association between variables, but cross-tabulation makes up for it by placing very few demands on the type of data it can legitimately analyze.

· Very often, survey items that are continuous are obtained from scales that have only a few scale points or values, so these variables can be treated as categorical and used in cross-tabulation.

· Cross-tabulation tables, or "cross-tabs" indicate the relationship between two categorical variables.

· 3 requirements for using cross-tabs:

· The data can be nominal, ordinal, interval, or ratio but it must be in categories.

· There should be a limited number of categories for each variable.

· The total n-size or number of cases must be large enough to provide a sufficient minimum cell fre​quency.

· It's important to note that when recoding continuous variables into categories, some information is lost. The information about the differences between values that are cast into the same category are obliterated.

· When it's necessary or desirable to recode continuous data into categories, the analyst should take precautions not to destroy the original, continuous variable in the process.

· Neither the frequency or percentage values in the cells of a cross-tab table nor the chi-square statistic used to judge the statistical significance of the relationship between variables are informative unless there are suffi​cient numbers of cases in the analysis.

· There must be a sufficient number in each column and on each row of the table.

· Column and row totals are a function of three things: the total number of cases for analysis, the number of rows and the number of columns, and the way the data are distributed over the rows and columns.

· Rule-of-thumb: If the n-size is relatively small, recode the variables so each has only a few categories, values or "levels."

Row, Column, and Table Percentages

· Row percentages total to 100% across the rows; column percentages to 100% down the columns.

· Table percentages are just the percentage of all the cases in the table that fall within a given cell.

· Row or column percentages are usually required because it's very difficult to interpret the distributions in the cross-tabulation table based on the frequency or number of respondents in each cell.

· Table percentages are only rarely useful for some special situations where the researcher would like to infer the percentage in the population who answer each of two survey questions in a certain way.

Minimum Expected Cell Frequencies

· The chi-square statistic can be computed from the cross-tabulation table to indicate the statistical significance of the relationship between the two variables.

· The chi-square statistic won't be valid or accurate if one or more of the expected cell frequencies is too small.

· The smallest expected cell frequency for the chi-square statistic to be valid is generally regarded to be five cases.

· The cell of a cross-tab table with the smallest expected cell frequency is the one on the row with the smallest total and the column with the smallest total.

· Steps:

· Find the smallest row total, usually listed on the right margin of each row.

· Divide it by the table total, often listed at the bottom, right.

· Multiply this value by the smallest column total, usually listed at the bottom of each column.

Interpreting Cross-Tabulation

· Cross-tabulation is used to assess the relationship between two categorical variables.

· It doesn't matter whether or not causality is assumed.

· It doesn't matter which variable is regarded as dependent and or independent.

· It doesn't matter whether the data are nominal, ordinal, interval, or ratio variables.

· The only statistical requirement is that the minimum expected cell frequency for the table must be 5 or more.

· The only limitation on the use of cross-tabulation is that there should be a limited number of categories for each variable - preferably only 5 or 6.

The Cross-Tab Table

· The expected values are the frequencies that would yield the same percentage distributions for each row or each column as the percentage distribution for the row or column totals.

· Cross-tabulation is a way to show how much the frequency or percentage distributions of one variable differ according to various levels of another variable.

Statistical Significance of Cross-Tabs

· Visual examination of a cross-tab will reveal the amount of disproportionality to the analyst or information seeker.

· Question of statistical significance: "What's the chance of this much disproportionality among the rows or columns resulting only from sampling error if there were no disproportionality whatsoever in the population?"

· The chi-square statistic answers the question.

· The chi-square statistic and the significance probability associated with it are based on the amount of differ​ence between the expected values for each cell and the actual count.

· The more proportional the rows and columns are to the totals, the smaller the chi-square value will be.

· The calculation of the chi-square statistic is fairly simple but rather time-consuming to do manually, yet it can be done with relative ease with a spreadsheet or charting data table where rows and columns of numbers can be manipulated.

· Statistical tables require both the chi-square value and the degrees of freedom (d.f.).

· The value of d.f. for cross-tabulation is simply the number of rows minus 1 times the number of columns minus 1.

Analysis of Variance

· The appropriate technique to measure the statistical significance of the differences between two or more means is analysis of variance, "ANOVA"

· The greater the difference between group means, the less likely it resulted merely from sampling error.

· The smaller the difference between group means is, the greater probability there is that the sample just hap​pened, by chance.

· ANOVA requires the data distributions to have certain characteristics:

· The dependent variable must be from interval or ratio scales.

· Each case must be independent of the others - each value of the dependent variable must be from a differ​ent person, responding independently of the others.

· The distributions of data for each group have merely the same variance or spread and that they don't de​part significantly from a normal distribution.

· Does not require the groups be of the same size.

· The ratio of the smallest to the largest group should not be extremely small.

Requirements for using ANOVA

· The dependent variable must be from interval or ratio scales.

· Each case must be independent of the others—each value of the dependent variable must be from a different person, responding independently of the others.

· When two interval or ratio values are obtained from the same respondents, a paired t-test can be used to assess the significance of the difference in means.

· Distributions of data for each group have nearly the same variance or spread.

· The distributions must not depart greatly from normal — Most important, they must be symmetrical or very nearly so.

· ANOVA does not require the groups be of the same n-size.

· The ratio of the smallest to the largest group should not be extremely small.

· The results tend to be unreliable if the smallest group is less than about 4 or 5 percent of the largest.

· If some groups are very small, the independent variable should be recoded in the same way as that for cross-tabulation.

Interpreting Analysis of Variance

· Analysis of variance (ANOVA) is used to measure the degree and significance of a relationship between a cat​egorical independent variable and a continuous numeric dependent variable.

· The independent variable can be from a nominal, ordinal, interval, or ratio scale.

· The dependent variable for analysis of variance must be from an interval or ratio scale.

· Question of statistical significance: "What's the chance of this much difference among mean group scores re​sulting only from sampling error if there were no such differences whatsoever in the population?"

· ANOVA can answer the question.

Statistical Significance of ANOVA

· An F-probability of .0000 means there's virtually no chance this much difference in mean scores between groups would result purely from sampling error if the group means in the population were identical.

· In this case, the analyst would conclude that the two variables are significantly related; the independent variable had a significant effect on the dependent variable.

· If the F-ratio from the ANOVA is larger than the value listed in the table, the differences in means are signif​icant.

· The larger the F-ratio the more likely the differences in means between groups will be statistically signifi​cant.

Interpreting Paired T-Tests

· A paired T-Test provides a better measure of statistical significance than ANOVA does when it's necessary to check the significance of differences between two continuous variables that were both provided by the same respondents.

· The reason a paired t-test provides a better measure of significance than ANOVA for two measures from the same respondents can be understood intuitively:

· ANOVA ignores the fact that some people tend to rate both measures relatively high or relatively low.

· Paired t-test focus on the difference between each pair of scores.

· The objective is to measure the statistical significance of the difference between two means when the vari​ables are "paired" because the same respondents provided both.

· The probability of as much difference (in either direction) purely by sampling error if there were no differ​ences in the population is based on the t-value.

· If the probability isn't listed, analysts can refer to a statistical reference table for the t-distribution, using the value of d.f., the number of cases minus one.

· If the absolute value of t, ignoring the plus or minus sign, is larger than that listed in the table, the differ​ence is significant at the given level of probability.

Discriminant Analysis

· When the independent variable is continuous and the dependent variable is categorical, discriminant analysis is the appropriate statistical tool to test the significance of the relationship between variables.

· With both analysis of variance and discriminant analysis, one is a continuous, numeric distribution from an interval or ratio scale and the other is a categorical.

· Discriminant analysis is the converse of ANOVA in the sense that the dependent and independent variables are reversed.

· A complex statistical tool that's most applicable and useful only under rather stringent conditions.

· Experienced researchers commonly prefer analysis of variance if there's no compelling reason to use discrimi​nant analysis.

Regression and Correlation Analysis

· When the objective is to test the degree and significance of the relationship between two continuous variables from interval or ratio scales, the appropriate technique is either correlation or regression analysis.

· Regression requires that one variable be identified as independent and the other dependent.

· Correlation analysis measures only the degree to which the two are related, or tend to move together, but there's no assumption that one is causing or affecting the other.

· If one or both variables are from ordinal, rather than interval or ratio scales, a special form of correlation analysis, called rank correlation can be used.

Correlation Analysis

· A correlation between two continuous variables is based on covariance, or movement together.

· The correlation coefficient shows how much the two variables move together; usually symbolized by the let​ter, r.

· The correlation coefficient ranges from a value of zero, indicating there's no relationship between the vari​ables, to a plus or minus one, indication a perfect, linear relationship.

· The plus or minus sign on the correlation coefficient indicates the direction of the correlation; it indicates a direct or an inverse relationship between the two variables.

· Interpreting the "degree" or strength of the relationship between two variables using the correlation coeffi​cient can be a little misleading, because this coefficient doesn't show what proportion of a "perfect" relation​ship the two variables have.

· The proportion of "shared variance" is actually indicated by the square of the correlation coefficient, and that's called the coefficient of determination, symbolized by r2 or abbreviated as "RSQ."

· There are two kinds of correlation analysis and statistical routines often used by survey research analysts:

· "Pearson product - moment correlation" or "product - moment" or "PM" correlation: Requires the data be from either interval or ratio scales.

· "Spearman rank correlation" or "rank correlation": Used when one or both variables to be correlated are ordinal.

Interpreting Correlation

· Correlation measures the degree, direction, and significance of relationships between two continuous, nu​meric variables without assuming causality - without identifying one as independent and the other as depen​dent.

· The method known as Pearson product/moment correlation, or just P/M correlation, can be used for interval or ratio scale data.

· Spearman rank correlation is the most common method nonparametric correlation for ordinal scale data.

· A correlation matrix is a common print output format when all the two-way relationships among a group of variables are analyzed.

· The absolute value of the correlation coefficient indicates the strength of the relationship.

· The sign of the correlation coefficient indicates if the two variables are moving in the same or the opposite direction -if they're directly or inversely related.

· A significant correlation between variables does not imply causality, in and of itself.

Regression Analysis

· The appropriate technique to measure the relationship between variables and assess its significance when one continuous interval or ratio variable can be identified as an independent variable and similar variable as the dependent variable.

· "Simple, linear regression" includes just one independent variable.

· "Multiple regression" includes a single dependent variable and multiple independent variables.

· Two possible objectives of regression analysis:

· To measure the degree and direction of the influence of the independent on the dependent variable, and to assess the statistical significance of the relationship.

· To obtain a formula to predict the value of the dependent variable for a new case based on knowledge of the independent variable.

· Regression analysis produces a coefficient that's practically the same as the coefficient of determination for correlation analysis. It's ordinarily called r2 or RSQ.

· With regression analysis, the r-square value indicates the percentage of variance in the dependent variable that's explained by the values of the independent variable.

· R-square is an indication of how much influence the independent variable has on the dependent variable.

· The r-square value is always positive. The value ranges from zero to one.

· A value of zero indicates the independent variable has no influence whatsoever on the dependent variable.

· A value of one indicates that the value of the dependent variable could be predicted exactly if the value of the independent variable is known.

· The regression equation is the formula for computing a predicted value for the dependent variable, based on the value of the independent variable.

· Two values are required in the equation for simple, linear regression: a constant and a regression coefficient: y=a+bx , where a is the constant, y the intercept, and b is the slope of the line.

· Requirements for Regression:

· Both the independent an dependent variables must be from interval or ratio scales.

· Each pair of values must come from an independent case or respondent.

· The relationship between the variables must be "linear."

· The spread or variance around the regression line should be approximately equal.

Interpreting Regression Analysis

· Linear regression analysis is used to measure the effect of one continuous variable on another.

· One must be specified as the independent variable and the other, the dependent variable.

· The significance of r, the correlation coefficient indicates the degree, direction and significance of the relation​ship between two variables.

· Regression analysis and the resulting regression equation provide two additional kinds of information: It de​scribes how the variables are related, and it provides a method for predicting the value of the dependent vari​able.

· Causality matters for regression analysis.

· When predictions are to be made based on regression analysis, it's important to be sure the analysis includes the proper range of the predictive, independent variable.

· The r-square value ranges from zero to one and indicates the proportion of variance in the dependent variable that's explained by the values of the independent variable.

· The assessment of significance is determined by the value of r, and significance is checked in the same way as for correlation analysis.

· The regression equation consists of a coefficient to be multiplied by a known value for the independent vari​able, plus a constant to be added, to compute a predicted value of the dependent variable for a "new" case.

· The constant, often designated with the letter A, is the intercept, the value of the dependent variable when the independent variable is zero.

· The regression coefficient, often designated with the letter B, is the slope of the regression line, or the rise on the dependent variable scale for each unit of the independent variable.

· A positive coefficient indicates a direct relationship and a regression line sloping upward, toward the right, while a negative coefficient indicates an inverse relationship and a line sloping downward, to the right.
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