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Chapter 1

Section 1.1

1. (a) The population consists of all the times the proceakidee run. Itis conceptual.
(b) The population consist of all the registered voters sgtate. It is tangible.
(c) The population consist of all people with high cholestégvels. It is tangible.
(d) The population consist of all concrete specimens thaltddoe made from the new formulation. It is conceptual.

(e) The population consist of all bolts manufactured that ¢tas tangible.

3. (a) False

(b) True

5. (a) No. What is important is the population proportion efattives; the sample proportion is only an approx-

imation. The population proportion for the new process nmafact be greater or less than that of the old
process.

(b) No. The population proportion for the new process may . @r more, even though the sample proportion
was only 0.11.

(c) Finding 2 defective circuits in the sample.

7. A good knowledge of the process that generated the data.

9. (a) A controlled experiment

(b) 1tis well-justified, because it is based on a controllepegiment rather than an observational study.
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Section 1.2

1. False

3.  No. Inthe sample 1, 2, 4 the mean is 7/3, which does not apped.

5.  The sample size can be any odd number.

7.  Yes. If all the numbers in the list are the same, the stahdiewiation will equal 0.

9. The mean and standard deviation both increase by 5%.

11.  The total height of the 20 men is 20 78= 3560. The total height of the 30 women is83064= 4920.

The total height of all 50 people is 35604920= 8480. There are 28 30= 50 people in total. Therefore the
mean height for both groups put together is 8/8D= 169.6 cm.

13. (a) All would be divided by 2.54.

(b) Not exactly the same, because the measurements woullitthe different the second time.

15. (a) The sample sizelis=16. The tertiles have cutpoint$/3)(17) = 5.67 and(2/3)(17) = 11.33. The first tertile
is therefore the average of the sample values in positionslB avhich is(44+46) /2 = 45. The second tertile
is the average of the sample values in positions 11 and 12hik{76+ 79) /2= 77.5.

(b) The sample size is= 16. The quintiles have cutpoint§/5)(17) for i = 1,2,3,4. The quintiles are therefore
the averages of the sample values in positions 3 and 4, inig@sié and 7, in positions 10 and 11, and in
positions 13 and 14. The quintiles are theref(@®+ 41)/2 = 32, (46+49)/2=47.5, (74+76)/2= 75, and
(824 89)/2=855.



SECTION 1.3

Section 1.3
Stem | Leaf
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The boxplot shows one outlier.
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3. Leaf
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There are 23 stems in this plot. An advantage of this plot theepne in Figure 1.6 is that the values are given
to the tenths digit instead of to the ones digit. A disadvgeta that there are too many stems, and many of
them are empty

5. (a) Here are histograms for each group. Other choicesiéoemdpoints are possible.

Catalyst A 05

o
o

o

=
<
~

o
w

et
w

o
[N

o
[\

Relative Frequency

Relative Frequency

o
=
o
[

g




SECTION 1.3 5

b 7

. (c) The yields for catalyst B are considerably more spread @ut th
those for catalyst A.The median yield for catalyst A is geeat
than the median for catalyst B. The median yield for B is dlose

- to the first quartile than the third, but the lower whiskeoisder

g 4 ] than the upper one, so the median is approximately equidista

from the extremes of the data. Thus the yields for catalyseB a

‘ ] approximately symmetric. The largest yield for catalyss/An

2 | outlier; the remaining yields for catalyst A are approxieiat

symmetric.

Catalyst A Catalyst B

7. (a) The proportion is the sum of the relative frequendiegghts) of the rectangles above 240. This sum is approx-
imately 14+ 0.10+ 0.05+ 0.01+4 0.02. This is closest to 30%.

(b) The height of the rectangle over the interval 240-260éatpr than the sum of the heights of the rectangles
over the interval 280—-340. Therefore there are more mereiimtierval 240-260 mg/dL.

9. (a)

Frequency
[
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135 7 9 11131517 19 21 23 25
Emissions (g/gal)

o

0.15

® -,

0 hﬂﬂﬁm

135 7 911131517 19212325
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(c) Yes, the shapes of the histograms are the same.
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11. (@) 100 X
90
80

70 (b) Yes. The value 100 is an outlier.

60

Number Absent

50

40

13.  The figure on the left is a sketch of separate histogramesfch group. The histogram on the right is a sketch
of a histogram for the two groups combined. There is moreagpirethe combined histogram than in either of
the separate ones. Therefore the standard deviation di@leaistances is greater tha.5The answer is (ii).

15. (a) IQR = 3rd quartile- 1st quartile. A: IQR = @2—1.42=4.60, B: IQR =913—-5.27=3.86

12

10

(b) Yes, since the minimum is within 1.5 IQR of the first qulartind the
maximum is within 1.5 IQR of the third quartile, there are ndligrs,
and the given numbers specify the boundaries of the box anertts of
the whiskers. 2

o
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(c) No. The minimum value 0f2.235 is an “outlier,” since it is more than 1.5 times the inteadile range below
the first quartile. The lower whisker should extend to thelaapoint that is not an outlier, but the value of
this point is not given.

17. (a) 0 »
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Fracture Stress (MPa)

(b) The boxplot indicates that the value 470 is an outlier.

© O 100 200 300 400 500
Fracture Strength (MPa)

(d) The dotplot indicates that the value 384 is detached ftabulk of the data, and thus could be considered to
be an outlier.

60

19. (a)
50

40
Y 30 The relationship is non-linear.
20

10
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(b) x | 14 24 40 49 57 63 78 90 93 110
Iny|0.83 131 174 229 193 276 273 3.61 354 397

ny ’ The relationship is approximately linear.

(c) It would be easier to work witk and Iny, because the relationship is approximately linear.

Supplementary Exercisesfor Chapter 1

1. (&) The mean will be divided by 2.2.

(b) The standard deviation will be divided by 2.2.

3. (a) False. The true percentage could be greater than 5% thvé observation of 4 out of 100 due to sampling
variation.

(b) True
(c) False. If the result differs greatly from 5%, it is unlikéo be due to sampling variation.

(d) True. If the result differs greatly from 5%, it is unlikeio be due to sampling variation.

5. (a) Itis not possible to tell by how much the mean changesabse the sample size is not known.
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(b) If there are more than two numbers on the list, the mediamchanged. If there are only two numbers on the
list, the median is changed, but we cannot tell by how much.

(c) Itis not possible to tell by how much the standard deeiatihanges, both because the sample size is unknown
and because the original standard deviation is unknown.

7. (a) The mean decreases by 0.774.

(b) The value of the mean after the change is-2b774= 24.226.

(c) The median is unchanged.

(d) Itis not possible to tell by how much the standard dewiathanges, because the original standard deviation is
unknown.

9.  Statement (i) is true. The sample is skewed to the right.

11. (a) Incorrect, the total area is greater than 1.

(b) Correct. The total area is equal to 1.

(c) Incorrect. The total area is less than 1.

(d) Correct. The total area is equal to 1.

13. (a) Skewed to the left. The 85th percentile is much cltsére median (50th percentile) than the 15th percentile
is. Therefore the histogram is likely to have a longer lefirl tail than right-hand tail.
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(b) Skewed to the right. The 15th percentile is much closénéanedian (50th percentile) than the 85th percentile
is. Therefore the histogram is likely to have a longer rigatd tail than left-hand tail.

15. () 0.95] ~
0.2
20.151
o) —
[
a
0.1
0.05-
6 9 12131415161718 20 23
Log2 population
(b) 0.14

(c) Approximately symmetric

@ oz

0.2

Density

0.1

0.05+

0 2 4 6 8
Population (millions)

The data on the raw scale are skewed so much to the right tiaintpossible to see the features of the
histogram.
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17. (@) o2l n

0.2+

Density

0.1

0.054
024 10 15 20 25 30 50
Number of shares owned

(b) The sample size is 651, so the median is approximated dypdint at which the area to the left is 0.5 =
325.5/651. The area to the left of 3 is 295/651, and the aréeeteft of 4 is 382/651. The point at which the
area to the left is 325.5/651 ist3(3255 — 295) /(382— 295) = 3.35.

(c) The sample size is 651, so the first quartile is approéchly the point at which the area to the left is 0.25 =
162.75/651. The area to the left of 1 is 18/651, and the ardeetteft of 2 is 183/651. The point at which the
areato the leftis 162.75/651 ist1(16275— 18) /(183— 18) = 1.88.

(d) The sample size is 651, so the third quartile is approtechly the point at which the area to the leftis 0.75 =
488.25/651. The area to the left of 5 is 425/651, and the aréaetleft of 10 is 542/651. The point at which
the area to the left is 488.25/651 is-§10— 5)(48825— 425) /(542— 425) = 7.70.
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Sacaton Gila Plain Casa Grande

(b) Each sample contains one outlier.

(c) In the Sacaton boxplot, the median is about midway betvtiee first and third quartiles, suggesting that the
data between these quartiles are fairly symmetric. Themppisker of the box is much longer than the lower
whisker, and there is an outlier on the upper side. This atd&that the data as a whole are skewed to the right.
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CHAPTER 1

In the Gila Plain boxplot data, the median is about midwayveen the first and third quartiles, suggesting
that the data between these quartiles are fairly symméthe.upper whisker is slightly longer than the lower
whisker, and there is an outlier on the upper side. This sstgbat the data as a whole are somewhat skewed
to the right. In the Casa Grande boxplot, the median is veryecto the first quartile. This suggests that there
are several values very close to each other about one-fotittle way through the data. The two whiskers are
of about equal length, which suggests that the tails aretadspual, except for the outlier on the upper side.
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Chapter 2
Section 2.1

1. P(does not fail = 1— P(fails) =1—-0.12=0.88

3. (a) The outcomes are the 16 different strings of 4 trugefahswers. These &€TTT, TTTF, TTFT, TTFF, TFTT,
TFTF, TFFT, TFFF, FTTT, FTTF, FTFT, FTFF, FFTT, FFTF, FFFFRF}.

(b) There are 16 equally likely outcomes. The answers ath@lame in two of them, TTTT and FFFF. Therefore
the probability is 216 or 1/8.

(c) There are 16 equally likely outcomes. There are four efthTFFF, FTFF, FFTF, and FFFT, for which exactly
one answer is “True.” Therefore the probability i514 or 1/4.

(d) There are 16 equally likely outcomes. There are five aftheFFF, FTFF, FFTF, FFFT, and FFFF, for which
at most one answer is “True.” Therefore the probability i1$&

5. (a) The outcomes are the sequences of candidates thatiteneitiver #1 or #2. These afd, 2, 31, 32, 41, 42,
341, 342,431, 43

(b)A={1,2

(c) B={341,342, 431, 43p

(d) C = {31, 32, 341, 342, 431, 432
(e)D={1,31, 41, 341, 43}

(f) A and E are mutually exclusive because they have no oudsdmcommom.
B and E are not mutually exclusive because they both corttaintitcomes 341, 342, 431, and 432.
C and E are not mutually exclusive because they both corftainatcomes 341, 342, 431, and 432.
D and E are not mutually exclusive because they both corfteiotitcomes 41, 341, and 431.

7.(a) P(livingroomorden = P(living room)-+ P(den
0.26+0.22
= 048
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(b) P(not bedroom = 1— P(bedroon)
= 1-0.37
= 063

9. (a) The events of having a major flaw and of having only mftaavs are mutually exclusive. Therefore

P(major flaw or minor flawy = P(major flaw) 4+ P(only minor flawg = 0.15+ 0.05= 0.20.

(b) P(no major flaw = 1 — P(major flaw) = 1— 0.05= 0.95.

11. (a) False

(b) True

13.(a) P(SUC) P(S) + P(C) — P(SNC)
— 04+03-02

= 05
(b) P(SFNC)=1—-P(SUC)=1-0.5=025.
(c) We need to findP(SNC®). Now P(S) = P(SNC) + P(SNC°) (this can be seen from a Venn diagram). Now

P(SNC) = P(S§+P(C)—-P(SUC)
= 04+03-05
= 02

SinceP(S) = 0.4 andP(SNC) = 0.2,P(SNCF) = 0.2.

15. (a) LetR be the event that a student is proficient in reading, anW¥Iée the event that a student is proficient in
mathematics. We need to filR[R°NM). Now P(M) = P(RNM) + P(R° N M) (this can be seen from a Venn
diagram). We know tha&®(M) = 0.78 andP(RNM) = 0.65. Thereford®(R°*NM) = 0.13.

(b) We need to findk?(RNMC). Now P(R) = P(RNM) + P(RNM?€) (this can be seen from a Venn diagram). We
know thatP(R) = 0.85 andP(RNM) = 0.65. Thereford®(RNM°®) = 0.20.
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15

(c) First we comput®(RUM):

P(RUM) = P(R) + P(M) — P(RNM) = 0.85+ 0.78— 0.65= 0.98.

Now P(RENMC) = 1— P(RUM) = 1— 0.98= 0.02.

17. P(ANB) = P(A)+P(B)—-P(AUB)
= 0.984+0.95-0.99
= 094
19. (a) False
(b) True
(c) False
(d) True
Section 2.2

L. (a) (4)(4)(4) = 64
(b) (2)(2)(2) =8

(©) (9 (3)(2) =24

8 8!
()2

5. (a)(8)(7)(6) = 336
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(b) (2) = % ~56

7. (219)(4%) =1,048576

9. (a) 3¢ =2.8211x 102

(b) 36® — 26% = 2.6123x 10%?

(c) % =0.9260
11. P(match = P(BB)+P(WW)
= (8/14)(4/6)+ (6/14)(2/6)
44/84=0.5238
Section 2.3

1. AandB are independent P(ANB) = P(A)P(B). ThereforeP(B) = 0.25.

3. (a) 515

(b) Given that the first resistor is 8) there are 14 resistors remaining of which 5 are Q200Therefore
P(2nd is 10@|1stis 5@) =5/14.

(c) Given that the first resistor is 100 there are 14 resistors remaining of which 4 are Q00Therefore
P(2nd is 10@|1stis 10@) = 4/14.
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5.  Given that a student is an engineering major, it is almextamn that the student took a calculus course. There-
fore P(B|A) is close to 1. Given that a student took a calculus coursenitich less certain that the student is
an engineering major, since many non-engineering majaesdalculus. ThereforB(A|B) is much less than
1, soP(B|A) > P(A|B).

7. LetArepresent the event that the biotechnology company is gbddit and leB represent the event that the
information technology company is profitable. THe{#\) = 0.2 andP(B) = 0.15.

(2) P(ANB) = P(A)P(B) = (0.2)(0.15) = 0.03.

(b) P(A°NBC) = P(AS)P(BS) = (1—0.2)(1— 0.15) = 0.68.

() P(AUB) = P(A)+P(B)—P(ANB)

— P(A)+P(B)— P(A)P(B)
0.2+0.15— (0.2)(0.15)
= 032

9. LetV denote the event that a person buys a hybrid vehicle, ant tkinote the event that a person buys a
hybrid truck. Then

pTlv) = P00V

11. LetOK denote the event that a valve meets the specificatiofk tetnote the event that a valve is reground,
and letS denote the event that a valve is scrapped. TREDKNR®) = 0.7, P(R) = 0.2, P(SNR°) = 0.1,
P(OK|R) =0.9,P(SR) =0.1.

(@)P(R)=1-P(R)=1-02=0.8



18

CHAPTER 2

P(SNR®) 01
PR~ o8~ %1%

(b) P(SIR) =

(©)P(S) = P(SNR°)+P(SNR)

= P(SNR’) +P(SR)P(R)
0.1+ (0.1)(0.2)
= 012

@ PRS =

(€)P(OK) = P(OKNR)+P(OKNR)
P(OKNR®) + P(OK|R)P(R)
0.7+ (0.9)(0.2)

= 088

P(RNOK)
P(OK)
P(OK|R)P(R)
P(OK)
(0.9)(0.2)

0.88
= 0.205

() P(RIOK) =

P(R°MOK)
P(OK)
0.7

0.88
0.795

(@) P(RFJOK) =
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13. LetT1 denote the event that the first device is triggered, anti2adenote the event that the second device is
triggered. TherP(T1) = 0.9 andP(T2) = 0.8.

(@) P(T1UT2) = P(T1)+P(T2)—P(T1INT2)
= P(T1)+P(T2) - P(T1)P(T2)
= 0.9+0.8-(0.9)(0.8)
= 098

(b) P(T1SNT2%) = P(T1C)P(T2°) = (1—0.9)(1— 0.8) = 0.02

(©) P(T1NT2) = P(T1)P(T2) = (0.9)(0.8) = 0.72

(d) P(T1NT2%) = P(T1)P(T2%) = (0.9)(1—0.8) = 0.18

88

sgr 1 088

15. ()

88
(b) 8811651260 01710

88+ 165
©) 887657 260 04932

88+ 165
(d) 88+ 12+ 165+35 0.8433

17 @FE2 o

56+14

(b)

P(Gene 1 dominamt Gene 2 dominant
P(Gene 1 dominant

(c) P(Gene 2 dominaritGene 1 dominant =
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56/100

0.8
= 07

(d) Yes.P(Gene 2 dominartGene 1 dominant= P(Gene 2 dominaft

19. LetR, D, andl denote the events that the senator is a Republian, Demociatlependent, respectively, and
let M andF denote the events that the senator is male or female, résggct

(a) P(RNM) = 0.41

() P(DUF) = P(D)+P(F)—P(DNF)
= (0.37+0.16)+ (0.16+0.04) —0.16
= 057
(©)P(R) = P(RNM)+P(RNF)
= 041+0.04
0.45

(d) P(R°) = 1— P(R) = 1— 0.45= 0.55

(e)P(D) = P(DNM)+P(DNF)
= 037+0.16
= 053

® P(I) P(INM)+P(INF)
0.02+0

= 002

(9) P(DUI) =P(D) +P(l) = 0.53+0.02= 0.55

21. (a) That the gauges fail independently.
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(b) One cause of failure, a fire, will cause both gauges to Taikrefore, they do not fail independently.

(c) Too low. The correct calculation would uBésecond gauge faifirst gauge failsin place ofP(second gauge fails
Because there is a chance that both gauges fail togetherri, &hé condition that the first gauge fails makes
it more likely that the second gauge fails as well.

ThereforeP(second gauge faifirst gauge fail} > P(second gauge fails

23. (a)P(A) = 3/10

(b) Given thatA occurs, there are 9 components remaining, of which 2 aretiede
ThereforeP(B|A) = 2/9.

(c) P(ANB) = P(A)P(BJA) = (3/10)(2/9) = 1/15

(d) Given thatA° occurs, there are 9 components remaining, of which 3 aretiede
ThereforeP(B|A) = 3/9. NowP(A°NB) = P(A%)P(B|A®) = (7/10)(3/9) = 7/30.

(e) P(B) = P(ANB) +P(A°NB) = 1/15+7/30= 3/10

(f) No. P(B) # P(BJA) [or equivalentlyP(ANB) # P(A)P(B)].

25.  n=10,000. The two components are a simple random sample from thelggion. When the population is
large, the items in a simple random sample are nearly indkgen

27. LetRdenote the event of a rainy day, and@=tlenote the event that the forecast is correct. T@R) = 0.1,
P(C|R) = 0.8, andP(C|R°) = 0.9.

(@) P(C) P(CIR)P(R) +P(C|R")P(R’)
= (0.8)(0.1) +(0.9)(1-0.1)

= 0.89
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(b) A forecast of no rain will be correct on every non-rainydaherefore the probability is 0.9.

29. LetF denote the event that an item has a flaw. Redenote the event that a flaw is detected by the first
inspector, and leB denote the event that the flaw is detected by the second itmspec

P(A%|F)P(F)
P(AC|F)P(F) + P(AS|F¢)P(F®)
(0.1)(0.1)
(0.1)(0.1) + (1)(0.9)
= 0011

(a) P(F|A%)

P(ACNBS|F)P(F)

P(ACN BS|F)P(F) + P(A° N BE[F¢)P(F®)
P(A°F)P(B°|F)P(F)
P(AC|F)P(BC|F)P(F) + P(AS|F¢)P(BS|F¢)P(F®)
(0.1)(0.3)(0.1)
(0.1)(0.3)(0.1) + (1)(1)(0.9)

— 0.0033

(b) P(FIASNBY) =

31. (a) Each child has probability 0.25 of having the dise&ece the children are independent, the probability that
both are disease-free isf® = 0.5625.

(b) Each child has probability 0.5 of being a carrier. Sirtee ¢hildren are independent, the probability that both
are carriers is %% = 0.25.

(c) Let D denote the event that a child has the disease, ar@ldenote the event that the child is a carrier. Then
P(D) =0.25,P(C) = 0.5, andP(D°®) = 0.75. We first comput®(C|D¢), the probability that a child who does
not have the disease is a carrier. FIF{CN D) = P(C) = 0.5. Now

P(CND® 05 2
) P S = = = —
P(CID") = P(D¢) 075 3
Since children are independent, the probability that bbtldeen are carriers given that neither has the disease
is (2/3)%2 = 4/9.

(d) LetWp denote the event that the woman has the diseas&\d elenote the event that the woman is a carrier,
and letW: denote the event that the woman does not have the diseaserawtchi carrier. TheR(Wp) = 0.25,
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P(We) = 0.5, andP(Wg ) = 0.25, LetCp denote the event that the child has the disease.

P(Cp) = P(CoNWb)+P(CoNWe)+P(CoNW)
= P(Co|Wo)P(Wb) + P(Cp [We)P(We) + P(Cp [We )P(W)
= (0.5)(0.25) + (0.25)(0.5) + (0)(0.25)
0.25

33.  LetD represent the event that the man actually has the diseabskstanrepresent the event that the test gives
a positive signal.
We are given thaP(D) = 0.005,P(+|D) = 0.99, andP(+|D€) = 0.01.
It follows thatP(D®) = 0.995,P(—|D) = 0.01, andP(—|D¢) = 0.99.

P(-|D)P(D)
P(=|D)P(D) + P(—|D)P(D)
(0.01)(0.005)
(0.01)(0.005) + (0.99)(0.995)

= 508x10°

(@) P(D|-)

(b) P(+ + |D) = 0.99 = 0.9801

(c) P(+ + |D®) = 0.012 = 0.0001

P(++|D)P(D)
P(++|D)P(D) + P(+ +|D°)P(D°)
(0.9801)(0.005)
(0.9801)(0.005) + (0.0001)(0.995)

0.9801

(d) P(D[++)

35.  P(system functions= P[(ANB)N(CuUD)]. NowP(ANB) = P(A)P(B) = (1—0.05)(1—0.03) = 0.9215, and
P(CuD) =P(C)+P(D)—P(CND) = (1-0.07) + (1—0.14) — (1-0.07)(1— 0.14) = 0.9902.

Therefore

P[(ANB)N (CUD)] P(ANB)P(CUD)
= (0.9215/(0.9902

0.9125
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37. LetC denote the event that component C functions, anb léénote the event that component D functions.

(a) P(system functions = P(CUD)
= P(C)+P(D)—-P(CND)
= (1-0.08)+(1-0.12)— (1-0.08)(1-0.12)
= 0.9904

Alternatively,

P(system functions = 1—P(system fail$

1-P(
1-P(C°ND°)
= 1-P(C%P(D%)
1—(0.08)(0.12)
0

(b) P(system functions= 1 — P(C°ND®) = 1— p? = 0.99. Thereforep = /1—0.99=0.1.
(c) P(system functions= 1 — p® = 0.99. Thereforep = (1—0.99)1/2 = 0.2154.

(d) Letn be the required number of components. Thémthe smallest integer such thatD.5" > 0.99. It follows
thatnIn(0.5) <In0.01, son > (In0.01)(In0.5) = 6.64. Sincen must be an integen="7.

Section 2.4

1. (a) Discrete
(b) Continuous
(c) Discrete
(d) Continuous

(e) Discrete

3. (8)ux = 1(0.4) + 2(0.2) +3(0.2) + 4(0.1) + 5(0.1) = 2.3
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(b) 02 = (1—2.3)2(0.4) + (2— 2.3)2(0.2) + (3— 2.3)%(0.2) + (4— 2.3)2(0.1) + (5— 2.3)%(0.1) = 1.81

Alternatively,0% = 12(0.4) + 2%(0.2) + 32(0.2) +42(0.1) +5%(0.1) — 2.3 = 1.81
(c)ox =+/1.81=1.345

(d) Y = 10X. Therefore the probability density function is as follows.

y |10 20 30 40 50
p(y)|0.4 02 02 01 01

(€) by = 10(0.4) + 20(0.2) + 30(0.2) + 40(0.1) + 50(0.1) = 23

(f) 0% = (10— 23)%(0.4) + (20— 23)%(0.2) + (30— 23)%(0.2) + (40— 23)2(0.1) + (50— 23)%(0.1) = 181

Alternatively,02 = 107(0.4) + 20%(0.2) + 30%(0.2) + 40%(0.1) + 50%(0.1) — 23 = 181

(g) oy = /181= 1345

x |1 2 3 4 5

5 @) p(x)|0.70 0.15 0.10 0.03 0.02

(b) P(X < 2) =P(X = 1)+ P(X = 2) = 0.70+0.15= 0.85
(€) P(X > 3) = P(X = 4) + P(X = 5) = 0.03+0.02= 0.05

(d) px = 1(0.70) + 2(0.15) + 3(0.10) + 4(0.03) + 5(0.02) = 1.52

(e) ox = /12(0.70) + 22(0.15) + 32(0.10) + 42(0.03) + 5%(0.02) — 1.522 = 0.9325

7. (@) 35 1cx=1,s0c(1+2+3+4+5)=1,soc=1/15.
(b) P(X = 2) = ¢(2) = 2/15= 0.2

©x =Y XPX =X) = Yo X2/15= (12 + 22+ 3+ 42+ 52)/15=11/3

(d) 0% = 31 (x— ux)?P(X = X) = y3_; X(x— 11/3)2/15 = (64/135) + 2(25/135) + 3(4/135) + 4(1/135) +

5(16/135) = 14/9
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Alternatively,0% = 32 X°P(X =X) — & = 32_;x3/15—(11/3)2 = (13 + 28 + 334+ 434 53) /15— (11/3)% =
14/9

(e) ox = \/14/9 = 1.2472

P1(X)

0.2
0.16
0.128
0.1024
0.0819

0.0655

9. (a)

O WNEFEO|IX

P2(X)

0.4
0.24
0.144
0.0864
0.0518

0.0311

(b)

O WNEFEOIX

(c) p2(x) appears to be the better model. Its probabilities are alyfaiose to the proportions of days observed in
the data. In contrast, the probabilities of 0 and 1dgfx) are much smaller than the observed proportions.

(d) No, this is not right. The data are a simple random sangpld,the model represents the population. Simple
random samples generally do not reflect the population xact

11. LetAdenote an acceptable chip, dddan unacceptable one.

(a) If the first two chips are both acceptable, tives 2. This is the smallest possible value.

(b) P(Y = 2) = P(AA) = (0.9)2 = 0.81

P(Y=3andX=1)

P(X =1)
Now P(Y = 3 andX = 1) = P(AUA) = (0.9)(0.1)(0.9) = 0.081, andP(X = 1) = P(A) = 0.9.
ThereforeP(Y = 3|X = 1) = 0.081/0.9 = 0.09.

©PKY=3X=1)=
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P(Y =3 andX = 2)
P(X=2)
Now P(Y = 3 andX = 2) = P(UAA) = (0.1)(0.9)(0.9) = 0.081, and
P(X = 2) = P(UA) = (0.1)(0.9) = 0.09.
ThereforeP(Y = 3|X = 2) = 0.081/0.09= 0.9.

(d)P(Y =3X=2) =

(e) If Y = 3 the only possible values fof areX = 1 andX = 2.

Therefore
PY=3) = PY=3X=1PX=1)+P(Y=3X=2)P(X=2)
= (0.09)(0.9) 4 (0.9)(0.09)
= 0.162

90
%0 x 80 X2 — 160x
13, (a)/80 o dx=

1600 =0.0625

120
120 x 80 x3 — 120k
®) Jos X800 ¥~ 2200

=320/3=106.67

120
— (320/3)? = 800/9

120
> 2X—80, ¢
(©) 0% = /80 s00 X~ (320/3)° = 55— 30,

=,/800/9=19.428

X
(d)F(x) = / F(t)dt
If x < 80, F ( / 0dt=0
80
I 80 < x < 120,F (x / Odt+/ Wolt_ X2 /1600— x/10+ 4.

120¢ _

If x> 120,F (x) = Odt/ t=80 i [ odt=1
- () —o + go 800 + 120

15. (Qu = /0 0.1te %% dt
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—  _te 0| _ /m _e 01t gy
0 0
- 0-— 1%70.1'[
0
= 10
b)o? = / 0.1t2%e 0l gt — |2
0
_  _t2e 0 _/ _ote 01t gt — 100
0
0
— 0420 / 0.1te %% dt — 100
0
0+ 20(10) — 100
= 100
ox = +v/100=10
X
(©) F(x) = / F(t)dt.
X
If x<0,F(x) :/ 0dt = 0.
0 X
If x>0, F(x) = / Odt+/ 0.1e Oldt—1— e O
—00 0
(d) Let T represent the lifetimeP(T < 12) = P(T < 12) = F(12) = 1— e 2= 0.6988.
17.  With this process, the probability that a ring meets flexgication is
101 0.05 0.05
/ 15(1 — 25(x— 10.05)2)/4dx— / 151 — 25| /4dx— 0.25(15x— 1253)|  —0.641.
9.9 —-0.15 _015

With the process in Exercise 16, the probability is
0.1

= 0.568.
01
Therefore this process is better than the one in Exercise 16.

10.1 0.1
/ 3[1—16(x— 10)7 dx= 31— 16x% dx= 3x— 16
9.9 -0.1
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19. (@)P(X > 3) = 436424 dx= © 4—67256
(@Pix >3 = [Tearanax= (5 35p) | <67
3 5 & 3 |
(b) P(2<X<3):/2 (3/64)%(4— x) dx= (E_ﬁs) 2:109/256

¢ 3

© = /04(3/64)x3(4—x)dx: (a _ @) _24

0

KNG

4
d) 02:/0 (3/64)¢(4—x) dx— 12— <%_m) ‘ _ 242064
0

(e)F(x):/j F(t)dt
Ifng,F(x):/j 0dt=0
If0 < x<4,F(x) = /OX(3/64)t2(4—t)dt — (163 —3x") /256

4
If x> 3,F(x) :/O (3/641%(4—t)dt =1

0.2

=0.0272

0.2
21. (@)P(X < 0.2) = / 1202 — ) dx = 44 — 3x*
0
0

1
=06

(b) u= /0112>((x2—x3)dx: 3¢ %2x5
0

(c) The variance is

1
o2 / 12 (X2 +x3) dx— P2
0

1
12 6
= (€x5+ 2X )

—0.6%
0.04

0
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(d)F(x):/j F(t)dt
Ifng,F(x):[x 0dt=0

=43 -3¢

X

If0 <x<1,F(x) :/ 1202 — £3) dt — 463 — 3t*
0

0

1
If x> 1,F(x) :/ 12(t2 - t¥)dt=1
0

0.8

(e)P(0< X <0.8) = 00'812(x2 —x3)dx= (4>-3x") | =0.81922
0
25 2.5
23. (Q)P(X < 2.5) = /2 (3/52)x(6—x)dx—= (9% —x3) /52| —0.2428
2
35 o2 3 |>°
(b) P(2.5 < X < 3.5) = / (3/52x(6 — x)dx= = — 0.5144
2.5 25
4 243 — 3¢ |*
(c) u:/z (3/52)x2(6 — x) dx = s | =3

2
(d) The variance is

4
o = /2 (3/52)x3(6 — X) dx— 2
ot 3

104 260
— 0.3230769

4
2

2

The standard deviation &= 1/0.3230769= 0.5684.

(e) LetX represent the thickness. Thiris within +0 of the mean if 24316< X < 3.5684.
3.5684

3.5684 9x2 — x3
P(2.4316< X < 3.5684) = (3/52)x(6 — x)dx=
2.4316 52

2.4316

® F(x):/:of(t)dt
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If x< 2, F(x / 0dt =0

3
If 2 < x < 4, F(x /Odt+/ (3/52t(6—t)dt= X ;2 K ox-28

If x> 4, F (x /Odt+/ (3/52t(6—1) dt+/ 0dt—1

2
2

25. (@P(X < 2) :/ xe *dx= <—xex
0

2

+/ exdx> = <—2e2—eX
o 70 0
+/ de) ( 34 15e 15 g

) =1-3e2=0.5940

| )
15

3
(b) P(L5 < X < 3) = / xe X dx = <—xe
1.5

=256 15 43— 0.3587
=2

(c)u:/ xPe Xdx= —x?e X
0 0

+/ 2xe Xdx= 0+ 2xe *
0

(d)F(x) = /x F(t)dt
If x < 0, F (X /Odt_

If x>0, F (X /te*tdt— (x+1)e

Section 2.5

1. (a) Max = 3ux = 3(9.5) =285
O3x = 30)( = 3(0.4) =12

(b)) py_x =y —px =6.8—9.5=-2.7
Oy_x = 4/0% +0% =10.12+0.42 = 0.412

(C) Uxray = Ux + 4y = 9.5+ 4(6.8) =36.7

Ox+ay = /0% +420% = /0.42+ 16(0.12) = 0.566
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3. Let Xy, ..., X4 be the lifetimes of the four transistors. L®& X; + - - - + X4 be the total lifetime.
Hs= Y Hx, = 4(900) = 3600

Os=,/Y 0% = /4(30®) =60

5. LetXy, ..., Xs be the thicknesses of the five layers. Bet X; + - -- + X5 be the total thickness.

(@ ps= S Hx =5(1.2) =6.0

(b) 05 = /5 02 = 1/5(0.04%) = 0.0894

7. (@) UM = x4+ 157 = Px + 1.5y = 0.125+ 1.5(0.350) = 0.650

(b) OM = Ox415Y — \/O'>2< + 1.520'\2( = \/0052+ 1.52(0.12) =0.158

9. LetX; andX; denote the lengths of the pieces chosen from the populaitbmvean 30 and standard deviation
0.1, and lety; andY, denote the lengths of the pieces chosen from the populaiithnmean 45 and standard
deviation 0.3.

(a) HX1+X2+Y1+Y2 = l.l)(l + U-XZ + qu + HYZ = 30+ 30+ 454 45= 150

(0) Oy + X4 vy 1Y = \/ 0%, +0% +02 +05 =+0.12 1 0.12+ 0.37 + 0.32 = 0.447

11. (a) The number of passenger-miles is 8000(210) = 1,680 /0=t X be the number of gallons of fuel used. Then
px = 1,680,000(0.15) = 252000 gallons.

(b) ox = 1/(1,680,000)(0.01) = 12.9615

(€) Hx /1680000 = (1/1,680,000)pix = (1/1,680,000)(252,000) = 0.15.
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(d) 0X/l,680,000 = (1/1,680,000)0)( = (1/1,680,000)(129613 =7.7152x 1076

1.0477 0.8649+ 0.7356 0.2171 2.8146+ O.5913+ 0.0079

13. (@)p= 00695+ o+ —=- >0 T 30 T 60 15 10

+5(0.0006) = 0.2993

(b)yo= \/ 0.0018 + (0'2%69)2 +( 0'3%25)2 +( 0'3%13)2 + (0‘%(1)85)2 +( O'%%M)Z +( 0'2%31)2 + (02%06)2 + 52(0.00022 = 0.00288

0.98 9.98
15. (@)P(X < 9.98) :/ 10dx=10x| =03
9.95
9.95
51 51
b)P(Y>501) = [ 5dy—5y| =045
5.01 501

(c) SinceX andY are independent,
P(X < 9.98 andY > 5.01) = P(X < 9.98)P(Y > 5.01) = (0.3)(0.45) = 0.135

10,05 10.05
(d) px = / 1xdx=5¢| =10
9.95 095
51 51
(e)py = / Sydy=25y°| =5
49 4.9

17. (a) Letp = 40.25 be the mean Sicontent, and let = 0.36 be the standard deviation of the Si€@ntent, in a
randomly chosen rock. Lé€ be the average content in a random sample of 10 rocks.

c 0.36
Thenpgy = u=40.25, andoy = — = — = 0.11.
Mx =H X 10 10
(b) Letn be the required number of rocks. Th g _036_ 0.05
q . efﬁ =~ 005

Solving fornyieldsn = 51.84. Sincen must be an integer, take= 52.
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Section 2.6

1. (a) 0.17

(b) P(X > 1 andY < 2) = P(1,0)+ P(1,1) + P(2,0) + P(2,1) = 0.17+ 0.23+ 0.06+ 0.14= 0.60

(©) P(X < 1) = P(X = 0) = P(0,0) + P(0,1) + P(0,2) = 0.10+ 0.11+ 0.05= 0.26

(d)P(Y > 1) =1—P(Y=0) =1—P(0,0)— P(1,0) — P(2,0)=1—0.10— 0.17— 0.06= 0.67

() P(X >1)=1—P(X=0) =1—P(0,0)— P(0,1) — P(0,2) = 1—0.10— 0.11— 0.05= 0.74

(f) P(Y = 0) = P(0,0) + P(1,0) + P(2,0) = 0.10+ 0.17+ 0.06= 0.33

(g) P(X=0andY =0)=0.10

3. (a) pyjx(0]0) = %(%’;)) - %6) —0.3846
by (10) = % 21 oazat
Pyx(2]0) = %(00’)2) = 8:—(2)2 =0.1923

(b) pxy (0]1) = %&” =20 02002
oy (1]1) = % 9% _ o792
by (2]1) = %&” =2 02017

() E(Y |X = 0) = Opyx (0] 0) + 1pyx (1] 0) + 2pyx (2| 0) = 0.8077

(d) E(X|Y = 1) = Opyy (0] 1) + 1pxy (L] 1) + 2pxy(2]1) = 1.0625
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5. (@Q)uxsy = Mx + My = 0.89+1.22=2.11

(b) Oy = /0% + 0% +2CouX,Y) = /T0379+ 11916+ 2(~0.1158 = 1.4135

(€) P(X+Y =3) =P(0,3) + P(1,2) + P(2,1) + P(3,0) = 0.10+ 0.05+ 0.05+ 0.04= 0.24

7. (a) 2K +3Y

(b) Mox+3y = 2ux + 3uy = 2(0.89) + 3(1.22) =544

(€ ooy = /2204 +326% +2(2)(3)Co(X.Y)

= \/ 22(1.0379 +32(1.1916) — 2(2)(3)(—0.1158
= 36724

9. (a) The marginal probability mass functigg (x) is found by summing along the rows of the joint probability
mass function.

y

0 1 2 3 4 | px(x)
0.06 0.03 0.01 0.00 0.00 0.10
0.06 0.08 0.04 0.02 0.00 0.20
0.04 0.05 0.12 0.06 0.08 0.30
0.00 0.03 0.07 0.09 0.06 0.25
0.00 0.00 0.02 0.06 0.0y 0.15
)] 016 0.19 0.26 0.23 0.1

O N O O O

E#MI\JHOX
<

px(0) = 0.10, px (1) = 0.20, px (2) = 0.30, px(3) = 0.25, px(4) = 0.15, px (X) = 0 if X 0,1,2,3, or 4.

(b) The marginal probability mass functign (y) is found by summing down the columns of the joint probability
mass function. Sy (0) = 0.16, py(1) = 0.19, py(2) = 0.26, py(3) = 0.23, py(4) = 0.16, py(y) =0 if
y#0,1,2,3, or4.

(c) No. The joint probability mass function is not equal te firoduct of the marginals. For examppg,y (0,0) =
0.06 % px (0)py (0).
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2.15
2.04

(d) px = Opx (0) + 1px (1) + 2px (2) + 3px (3) + 4px (4) = 0(0.10) + 1(0.20) + 2(0.30) + 3(0.25) +4(0.15)

0(0.16) + 1(0.19) +2(0.26) + 3(0.23) + 4(0.16)

Hy = 0py (0) + 1pv(1) +2pv(2) + 3py(3) +4py(4)

2
X

0%px (0) + 12px (1) + 22px (2) + 3%px (3) + 4% px (4) —
= 0%(0.10) + 1%(0.20) 4 22(0.30) + 3%(0.25) 4 4%(0.15) — 2.15?

(e) 0%

1.4275

ox =V 1.4275

1.1948

0% = 0%py(0)+12py (1) +22py(2) + 32y (3) + 42py (4) —

= 0%(0.16) 4+ 1%(0.19) + 2%(0.26) + 3%(0.23) + 4%(0.16) — 2.04

1.6984

oy = v1.6984

1.3032

= Pxy — MxHy.

(f) Cov(X,Y)

—

—

—

—

—~

—

—~

—

~— — ~— ~—

~— — ~— ~—

I~ N N

D D D
~—~~

~— — ~— ~—

~— ~— ~—

~~ /~ —/—~ —~

N N N
~~ T~/

~— — — —

~~ —~ —~ —

~~ —~ —~ —~

~— — ~— —

~— — — —

—~

—~

—_

—~

—_

—~

—_— — — —

~—_— — ~— —

~— — — —

N e N

~—_— — — —

~— — ~— ~—

= — — — = — — —

=2.04

My = 2.15, hy

Cov(X,Y)

1.0540

5.44— (2.15)(2.04)

0.6769

1.0540
(1.1948(1.3032)

~ Cov(X,Y)
N Ox Oy

(9) px.y

11. (@)pyx(0]4)
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. pxy(4,2) 0027
. Px Y(4, 3) O 06

_ bxy(44) 0-_07 _
_ Pxy(0,3) 000 _
_ Pxy(L,3) 002
_ Pxy(23) 006 _
. px,y (3, 3) O 09 .
. vay (4, 3) 0 06

(C) E(Y| X = 4) = Opyx (0]4) + Lpyjx(1]4) + 2y x (214) + 3pyx (3] 4) + 4py x(4]4) = 3.33

(d) E(X]Y =3) = Opxy(0[3) + 1pxv(1]3) + 2px)v (2] 3) + 3px)v (3] 3) + 4px v (4|3) = 2.83

13. (8)Yz = Px+y = Ux + My = 1.014+1.23=2.24

(b) 0z = Ox4y = \/ 0% +0% +2CovX,Y) = /0.8099+ 0.9971+2(0.2377) = 1.511

(©)P(Z2=2) = P(X+Y=2)

P(X=0andY =2)+P(X=1andY =1)+P(X=2andY =0)
0.07+0.16+0.02

= 0.25

—— =0.1429

«(3) 007

15. (2)py|x(0]3) = F’XpL”) _oo1
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vay(3, 1) - 0.02

prx(1]3) = P s = 02858
bx(2]3) = %é)z) — 292 02858
Py (3]3) = %é)s) = 8:—8? = 0.2858
() Py (0]1) = P — 22802001
Py (1]1) = % — %31 — 0.4706
Pxiv(2]1) = %(21’)1) = %31: 0.1765
Pxiv(3]1) = %(31’1) = 8:—851 =0.0588

(¢) E(Y|X = 3) = 0pyx(0]3) + 1pyx (1]3) + 2pyx(2]3) + 3pyx(3]3) = 1.71.

(d) E(X]Y =1) = 0pxy(0]1) + Lpxv(1]1) + 2pxjv (2] 1) + 3pxv(3|1) = 1

17. (a) CovX,Y) = uxy — HxHy
2 51
bxy = //—xy(X+y)dydx
1J4 6
21 /x2  xy 5
- /15(7+?) o

/2} 9_)(2+6i-x dx
1 6\ 2 3

2

6
N U PO Y ©_ 109
=/ 8 2)7T6\3" )| T2

fy(y) = é (y—|— g) for4 <y <5 (see Example 2.55).
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5
51 3 1/y3 3y 325
M“:Aéy@+§>dy 6(§+7f>4—7§-

41 109\ /325
Cov(X,Y) = pxy — UxMy = 5 <ﬁ) (ﬁ)_—0.000193.

Cov(X,Y
(b)pX,Y:%-
21 9 1/x 33 109\ 2
2 =2 > _ 2:_ bl N bt _
OX_/:L = <x+2>dx 2 6<4+ 2) (72) 0.08314.
1/y* y3 325\%
oY_/ yz(y+ )dx W = 6(4 2> <ﬁ> =0.08314.

—0.000193

_ — ~0.00232.
PXY = /0.08314 0.08314

19. (a) CovX,Y) = pxy — HxHy.

1 r1 3 X2—|— 2
Hxy = / / XdeXdy
0 Jo 2

1/3x%y  3x%y° !
- /o(T+ 4 ) Ody
B (3y 3y°
1
(3
- (23
_ 3
- 8
11432 2 3\ |' 5
wo= [ (G ) | =3
0
1
1143y <y2 3y4) 5
= dy: —+— = —,
478 8
0
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1 2 3
0)2<:/ Xz@dx_uiz(x_+$)
0

610/,
1
15143y Y 3y 5\2 73
2 _ 2 = A _ (=
OY_/oyz 7 oW <6+10) . (8) 960
- ~1/64 15
XY /73/960,/73/960 73
~ fxx(05yY)
2
For0<y< 1, fxy(05,y) = S ¢ (0.5) = g.
2
Sofor0<y <1, fyx(y[0.5) = 3+712y

1 134122 324640 9
@ EVX=08)= [ yix(ylos)ay= [y ay- S5
0 0

21. (a) The probability mass function ¥fis the same as that &, so fy(y) =e Y if y>0andfy(y)=0if y<O.
SinceX andY are independenf,(x,y) = fx(x) fy (y).
e XY x>0andy>0

Thereforef(X,Y)—{ 0 otherwise

()P(X <landY>1) = P(X<I1)PY>1)

- ([ (e
- (D)

= (1-eb
1

= e —e*2

= 02325
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(d) SinceX andY have the same probability mass functipn,= px = 1.
Thereforguxy = px +py =1+1=2.

©PX+Y<2) = [WL27Xf(x,y)dydx

2 r2—x
// e *Ydydx
o Jo
2 2—X
= /ex<—ey )dx
0 0
2
/e’x(l—e"’z)dx
0

2
/ (e *—e2)dx
0

2

= (—e*—xe?)

0
1-3e?
0.5940

23. (a)R= 0.3X +0.7Y

(b) IR = Ho.3x+0.7v = 0.3pix + 0.7py = (0.3)(6) + (0.7)(6) = 6.
The risk isor = Goax 0.7 = 1/0.3%0% +0.7203 +2(0.3)(0.7)CoUX, ).
Cov(X,Y) = px,yoxoy = (0.3)(3)(3) = 2.7.
Thereforeog = 1/0.3%(32) +0.72(3?) +2(0.3)(0.7)(2.7) = 2.52.

(€) MR = M0.01)x+(1-0.01K)y = (0.01K)pix + (1 —0.01K)py = (0.01K)(6) + (1 — 0.01K)(6) = 6.
or = 1/(0.01K)?0% + (1 - 0.01K)?% + 2(0.01K) (1 — 0.01K)CouX.Y).

Thereforeog = 1/(0.01K)2(3?) + (1— 0.01K)2(32) + 2(0.01K ) (1 — 0.01K)(2.7) = 0.03,/1.4K2 — 140K + 10,000.

(d) or is minimized when ¥K? — 140K + 10000 is minimized.
d d .
Now W(“KZ — 140K +10000 = 2.8K — 140, sow(lAKz — 140K + 10000 = 0 if K = 50.

or is minimized wherK = 50.

(e) For any correlatiop, the risk is 003,/K2 + (100— K)2 + 2pK (100— K).
If p # 1 this quantity is minimized wheK = 50.
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25. (a)omy = \/OFyy = | /OR.e, = \/OR+ 0%, = V22+ 12— 2.2361. Similarly,ow, = 2.2361.
(b) MMM, = MRz ER1E,RIE(E, — MR2 1 ME(HR + HE MR + HE  HE, = HR2

(C) My M, = MR+EMR+E, = (MR M, ) (MR + HE,) = HRHR = Z

(d) Cov(M1, M2) = pimym, — K b, = Bz — Mg = O

© _ Cov(M;,M2) o 4 =
MM = G oM, OmiOw, | (2.2361)(2.2361)

0.8

27. (a) CovaX,bY) = Hax.by — HaxHoy = Habxy — apixbpy = abpiy — abpipy
= ab(jixy — pxpy) = abCov(X,Y).

(b) pax by = Cov(aX,bY)/(0ax0py) = abCov(X,Y)/(aboxoy) = Cov(X,Y)/(0x0v) = px.v-

29. (QV(X - (ox/0ov)Y) = 0%+ (0x/0y)?0% —2(0x/0v)Cov(X,Y)
= 20% —2(ox/oy)Cov(X,Y)

(b) V(X —(ox/oy)Y)
20% — 2(0x /oy )Cov(X,Y)
20'>2< — 2(0’x/0’y)px7y0x0'y

20>2( — 2px,yc)2(
1-pxy
Px.y

IN IV IV IV IV IV
B O O O o o

() V(X + (ox/0ov)Y)
20% + 2(0ox /oy)Cov(X,Y)

20% + 2(0x /Oy ) Px.y Ox Oy

20% + 2px y0%

1+pxy

Px.y

vV IV IV IV IV IV
O O o oo
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31. Wy = H7.84C+1144N+O—158Fe
—  7.84uc+ 1144 + o — 1.58Fe
—  7.84(0.0247) + 1144(0.0255 +0.1668— 1.58(0.0597)
= 05578

07 = 0%.84C+1l.44N+Ofl.58Fe
= 7.8420% 4+ 11.44°6% + 02 + 1.58%02,+ 2(7.84)(11.44)CoMC, N) + 2(7.84)Cov(C, O) — 2(7.84)(1.58)Cov(C, Fe)
+2(11.44)Cov(N, O) — 2(11.44)(1.58)Cov(N, Fe) — 2(1.58)Cov(O, Fe)
= 7.84%(0.0131)%+11.44%(0.0194)% + 0.034C 4 1.58%(0.0413° 4 2(7.84)(11.44)(—0.0001118
+2(7.84)(0.0002583 — 2(7.84)(1.58)(0.0002110 + 2(11.44)(—0.0002111 — 2(11.44)(1.58)(0.00007211
—2(1.58)(0.0004915
— 0.038100

0 =+/0.038100= 0.1952

33. (@) [, /= f(x,y)dxdy= [ [Pkdxdy= k2 [P dxdy=k(d—c)(b—a) = 1.
1

Thereford( = m .

(b) fx(x) :fcdkdy: (b—(:l)_((;;— c) - bia

b . b—a - 1
(C) fY(Y) —fa kdx= (b—a)(d—c) - d—c

@109 = 5—arg—s ~ (52a) (505 = HOMY)

Supplementary Exercisesfor Chapter 2

1. LetAbe the event that component A functions Bdie the event that component B functionsQdie the event
that component C functions, and [Btbe the event that component D functions. TiRA) =1—0.1=0.9,
P(B)=1-0.2=0.8,P(C) =1-0.05=0.95, andP(D) = 1— 0.3=0.7. The event that the system functions
is (AUB)U(CUD,).

P(AUB) = P(A) + P(B) — P(ANB) = P(A) + P(B) — P(A)P(B) = 0.9+ 0.8 — (0.9)(0.8) = 0.98.
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5.

P(CuD)=P(C)+P(D)—P(CND)=P(C)+P(D)—P(C)P(D) =0.95+0.7 — (0.95)(0.7) = 0.985.
P[(AUB)U(CUD)] =P(AUB)+P(CUD)— P(AUB)P(CUD) = 0.98+ 0.985— (0.98)(0.985) = 0.9997.

LetA denote the event that the resistance is above specificatidietB denote the event that the resistance is
below specification. TheA andB are mutually exclusive.

(a) P(doesn’t meet specification)R{AUB) = P(A) + P(B) = 0.05+0.10=0.15

P[(BN(AUB)] _ P(B) _ 010

(b) P[B| (AUB)] = = = —0.6667

P(AUB) P(AUB) 015

Let R be the event that the shipment is returned. Bete the event that the first brick chosen meets the
specification, leB; be the event that the second brick chosen meets the specifidat Bz be the event that
the third brick chosen meets the specification, and@lebe the event that the fourth brick chosen meets the
specification. Since the sample size of 4 is a small propodfdhe population, it is reasonable to treat these
events as independent, each with probability 0.9.

P(R)=1-P(R) =1—P(ByNBNB3NBy) = 1— (0.9)*= 0.3439.

Let A be the event that the bit is reversed at the first relay, anB le# the event that the bit is reversed at
the second relay. TheR(bit received is the same as the bit geatP(A° N B°) + P(AN B) = P(A®)P(B°) +
P(A)P(B) = 0.9 +0.1% = 0.82.

LetA be the event that two different numbers come up, ané le¢ the event that one of the dice comes up
6. ThenA contains 30 equally likely outcomes (6 ways to choose thebmurfor the first die times 5 ways to
choose the number for the second die). Of these 30 outcodxldng toB, specifically (1,6), (2,6), (3,6),
(4,6), (5,6), (6,1), (6,2), (6,3), (6,4), and (6,5). TherefP(B|A) = 10/30=1/3.
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2 r3
11. (@P(X < 2andY <3) — / / %e*x/zfyﬁdydx
0 JO
3
= /2}e7X/2 <_ey/3 )dx
0o 2
0
2
= / :—Lefx/z(l—efl)dx
0o 2
2
= (el-1)e*?
0
= (1-et?
— 0399
(b) P(X >3andY >3) — / / ée*x/zfyﬁdydx
3 3

/m 1 —X/2 ( —y/3
= —€e —e
3 2

*1 _xp2 1
= — d
/3 2¢ ¢

[ee]

)dx
3

- _eglgx?

— 52

0.0821

(c) Ifx<0, f(x,y) =0forallysofx(x) =0.

If x>0, fx () :/ }efx/ny/3dy: }efx/z _e V3 — }efx/z'
o 6 2 o 2
1 —X/2
Thereforefy (x) ={ 2 x>0
0 x<0
(d) Ify<O0, f(x,y) =0forallxso fy(y) =0.
If y> 0, fY(y) :/ }e*X/27Y/3dXZ }e*y/:‘; _e—x/z — }e*)’/3.
3 6 3 0 3

1
Zey/3

Thereforefy (y) = 3e y>0

0 y<O0
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(e) Yes,f(x,y) = fx(X) fy (y).

13. LetD denote the event that a snowboard is defectiveElelenote the event that a snowboard is made in
the eastern United States, Wt denote the event that a snowboard is made in the westernd Bigtes, and
let C denote the event that a snowboard is made in Canada. F{ien= P(W) = 10/28, P(C) = 8/28,
P(D|E) = 3/100,P(D|W) = 6/100, andP(D|C) = 4/100.

(@) P(D)

P(D[E)P(E) + P(DW)P(W) + P(DIC)P(C)

(2) (30) (35) (520) * () (500

122
= 2800~ =0.0436

(b) P(DNC) = P(DIC)P(C) = <2—88) <%)) 22?)0 0.0114

(c) LetU be the event that a snowboard was made in the United States.

122 32 90
ThenP(DNU)=P(D)—P(DNC) = 800 2800 2800

P(DNU)  90/2800 90
P(D)  122/2800 122

P(U|D) = =0.7377.

15.  The total number of pairs of cubmles(@) 2,4, = 15. Each is equally likely to be chosen. Of these pairs,
five are adjacent (1 and 2, 2 and 3, 3 and 4, 4 and 5, 5 and 6). fohetke probability that an adjacent pair of
cubicles is selected is/45, or /3.

17. (8)psx = 3ux = 3(2) =6, 0% =320% = (3%)(1%) =9
(b) Ux+y =Hx + Uy =2+2=4, 0%,y =05+05=12+3>=10

(C) Mx—y =px —py =2-2=0, 0% y=0%+05=12+32=10
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(d) Maxov = 2ux + By = 2(2) +6(2) = 16, 035y gy = 2°0% + 6707 = (2%)(1%) + (6%)(3?) = 328

19.  The marginal probability mass functigg (x) is found by summing along the rows of the joint probability
mass function.

y
X 100 150 200| px(x)

0.02 [ 0.05 0.06 0.1 0.22
0.04 [ 0.01 0.08 0.10 0.19
0.06 [ 0.04 0.08 0.17 0.29
0.08 [ 0.04 0.14 0.12 0.30
py(y) | 014 0.36 0.50

(a) For additive concentratiofX): px(0.02) = 0.22, px(0.04) = 0.19, px(0.06) = 0.29, px(0.08) = 0.30, and
px (X) = 0 for x # 0.02, 0.04, 0.06, or 0.08.

For tensile strengtll): The marginal probability mass functigr (y) is found by summing down the columns
of the joint probability mass function. Therefopy (100) = 0.14, py(150) = 0.36, py(200) = 0.50, and
py (y) = 0 fory # 100, 150, or 200.

(b) No, X andY are not independent. For exampleX = 0.02NY = 100) = 0.05, but
P(X =0.02)P(Y = 100) = (0.22)(0.14) = 0.0308.

> =0.
(©) PLY > 150X = 0.04) P(Y > 150 andX = 0.04)

P(X = 0.04)
~ P(Y =150 andX = 0.04) + P(Y = 200 andX = 0.04)
B P(X = 0.04)
~0.08+0.10
- 0.19

= 0.947

@) P(Y > 125X = 0.08) — P(Y > 125 andX = 0.08)

P(X = 0.08)
_ P(Y =150 andX = 0.08) + P(Y = 200 andX = 0.08)
B P(X =0.08)
0144012
~ 7030
= 0.867

(e) The tensile strength is greater than 17% i£ 200. Now
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P(Y =200 andX = 0.02)  0.11

P(Y = 200X = 0.02) = FOC=5.62 ~ 555 = 0500,
P(Y = 200/X = 0.04) = " _5(0; j’:% 4): 004) _ % — 0.526,
P(Y = 200|X = 0.06) = ~Y :sg? ir:% 6>: 0.06) _ % — 0.586,
P(Y = 200|X = 0.08) = ~Y :sg? j‘r:%g): 0.08) _ %2) — 0.400.
The additive concentration should be 0.06.
21. (a) py|x (100] 0.06) = % - %" - 219 —0.138

by (150/0.06) = % - % - 2—89 —0.276
By}x (200]0.06) = % _ 8:_;; _ ;_; 0586

(b) pxyy (0.02]100) = % - 8% - 1—54 —0.357
by (0.04/100) = % - 8% - 1—14 — 0071
by (0.06/100) = 7p(&(223,()1()())0) - 8:—22 _ 11'4 — 0.286
by (0.08/100) = % - 82—(133 - 1% —0.286

() E(Y|X=006) = 100pyx(100]0.06)-+ 150pyx(150]0.06) -+ 200pyx (200] 0.06)

— 100(4/29) + 150(8/29) + 200(17/29)

= 1724

(d) E(X|Y =100) = 0.02pxy(0.02| 100) + 0.04pyy(0.04| 100) + 0.06pxy(0.06| 100) + 0.08py y (0.08] 100)
= 0.02(5/14) +0.04(1/14) 4 0.06(4/14) + 0.08(4/14)
— 0.0500
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23. (a) Under scenario A:
= 0(0.65) +5(0.2) + 15(0.1) 4+ 25(0.05) = 3.75

o = /02(0.65) + 5%(0.2) + 152(0.1) + 252(0.05) — 3.75 = 6.68

(b) Under scenario B:
p=0(0.65) +5(0.24) + 15(0.1) + 20(0.01) = 2.9

0

o = /02(0.65) + 5%(0.24) + 152(0.1) + 202(0.01) — 2.90% = 4.91

(c) Under scenario C:
p=0(0.65) +2(0.24) + 5(0.1) + 10(0.01) = 1.08

o = /02(0.65) + 22(0.24) + 52(0.1) + 107(0.01) — 1.0& = 1.81

(d) LetL denote the loss.
Under scenario AP(L < 10) = P(L
Under scenario BP(L < 10) = P(L
Under scenario (R(L < 10) =P(L=0)+P(L =

[
e e
+ +
23
-
[

25. (a)p(0,0) = P(X =0andY =0) =

Slw

p(1,0) =P(X =1andY =0)

sl

Il
7/ N 7 N 7N 7N 7N N

p(2,0) = P(X =2 andY =0)

sl

p(0,1) =P(X=0andY =1)

Slw

p(1,1)=P(X=1andYy =1)

sl

~— ~— ~— ~— S
/N 7N 7N 7N N N
OIN Olw VIlw Vlw olw OiN

L O~ o o
Il

5) — 0.65+ 0.2 = 0.85.
5) = 0.65+0.24= 0.89.
2)+P(L =5) = 0.65+0.24+0.1=0.99.

3 3 3
E) (5) =15~ 0.2000

3 4 4

3 1
p(0,2) =P(X=0andY =2) = 10 =16~ 0.0667
p(x,y) = 0 for all other pairgx,y).
y
x| 0 1 2
0 | 0.0667 0.2000 0.0667

The joint probability mass function is 1
2

0.2667 0.2667 0
0.1333 0 0
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(b) The marginal probability density function Xfis:

1 3 1 1
Px(0) = p(0,0)+p(0.1)+p(0,2) = =+ T+ £ = 3

4 4 8

Px(1) =p(L.0)+P(L1) = £+ £ = 1&
2

Px(2) = p(2,0) =

(&)

1
1 8 2 12
x = 0px(0) +1px(1) +2px(2) =0 (5) +1 <E> +2 <E> =1=08

(c) The marginal probability density function ¥fis:

1 4 2 7
pv(0) = p(0,0) + p(1,0) + p(2,0) = T TETET1E

Pr(1) = PO1) + PL 1) = 5+ 15 = 1o
pr(2) = p(0.2) = ¢
by = 0py (0) + 1py(1) + 2pv (2) = 0(115) +1 (1—75) +2 (%5) - 135 ~06

(@ox = 1/0%px(0)+12px(1) +22px(2) — I
V/02(1/3) +12(8/15) + 22(2/15) — (12/15)?

1/96/225=0.6532

€0y = /0Py (0)+12py(1) +22py(2) — 1
= J02(7/15) +12(7/15) + 2%(1/15) — (9/15)2

— /84/225= 06110

(f) Cov(X,Y) = pixy — KxHy-

ixy = (0)(0)p(0,0) +(1)(0)p(1,0) + (2)(0)p(2,0) + (0)(1)p(0, 1) + (1)(1) p(1, 1) + (0)(2) p(0,2)

Cov(X,Y) = = _ (12) (135) - _24_285: ~0.2133
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Cov(X,Y) 48225
@) Xy == oy~ Jeb/a25/847225
e 1 e+6x+2, 1 ' o
27. (a)ux:/ xfx(x)dx:/ x X XL gy Z (3 4+ 28)| = - =0.6429
o 0 7 14 14

162 5
() 0)2<:/ 25 +6X+2dx—p)2<_%(6x 3x* 2x3>
0

1 2
9 199
- =t t3 —<—> =0.06769

14 2940

(c) Cou(X,Y) = pixy — KxHy-

//xy( ) (x+y)2dxdy

3 2.2 |1
_ /1§y<x4 23y x%y? )dy
0

o 7

6y 2y
7(2+?+4)

L o5 2

8 9 8

Hxy

Il
c\

0

Px = % computed in part (a). To compufg, note that the joint density is symmetric xnandy, so the

marginal density o¥ is the same as that of. It follows thatpy = px = S

14
Cov(X,Y) = 17 (3) (3) 5_5 —0.008503.

42 14/ \ 14 88
5 199
(d) Since the marginal density ¥fis the same as that f, 62 = 0% = 2940
Thereforepxy = Cov(X,Y) _ —5/588 = _—25 = —0.1256.

oxOy  /199/2940,/199/2940 199

29. (a)px(0) = 0.6, px(1) = 0.4, px(x) =0if x£0or 1.
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(b) pvy(0) =0.4, py(1) =0.6, py(y)=0if y£0or 1.

(c) Yes. Itis reasonable to assume that knowledge of thememf one coin will not help predict the outcome of
the other.

D)
1)

= (0.6)(0.6) = 0.36,
(0.4)(0.6) = 0.24,

(d) p(0,0) = px(0)py (0) = (0.6)(0.4) = 0.24, p(0, 1) = px(0)
P(1,0) = px(1)py(0) = (0.4)(0.4) = 0.16, p(1,1) = px(1)
p(x,y) = 0 for other values ofx,y).

Py
Py

31. (a) The possible values of the pé¥,Y) are the ordered pairfx,y) where each ok andy is equal to 1, 2, or 3.
There are nine such ordered pairs, and each is equally likéigreforepx v (x,y) = 1/9 for x=1,2,3 and
y=1,2,3, andpx v(x,y) = 0 for other values ofx,y).

(b) Both X andY are sampled from the numbelr, 2,3}, with each number being equally likely.
Thereforepx (1) = px(2) = px(3) = 1/3, andpx (x) = O for other values ox. py is the same.

(C) Hx = v = 1(1/3) +2(1/3) + 3(1/3) = 2

3 3
1

_ <3 3 P — =

@by = 5E 5 0yPcv(%Y) = 5 3 YZ xy=g(1+2+3)(1+2+3)=4.

Another way to computpxy is to note thaX andY are independent, 3oy = uxiy = (2)(2) = 4.

(e) CouX,Y) = pxy — pxpy =4—(2)(2) =0

33. (@)ux = [, xf(x)dx Sincef(x) = 0forx< 0, px = & xf(x)dx
(b) px = JExF(X)dx> [ExF(x)dx> fkf(x)dx=kP(X > k)
(0) bix /k > KP(X > K) /k = P(X > K)
() bx = Hy )2 = 0
(&) P(IY — piv| = kov) = P((Y — i)? > Ko3) = P(X > k20?)

() P(IY —iv| > kay) = P(X > K*a9) < px/(K*0%) = 07/ (K*ag) = 1/K?
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35. (a) If the pooled test is negative, it is the only test perfed, soX = 1. If the pooled test is positive, then
additional tests are carried out, one for each individuaK s= n+ 1. The possible values of are therefore 1
andn+ 1.

(b) The possible values of are 1 and 5. NowX = 1 if the pooled test is negative. This occurs if hone of the
individuals has the disease. The probability that this ceési(1 — 0.1)* = 0.6561. Therefore?(X = 1) =
0.6561. It follows thaP(X = 5) = 0.3439.

Sopx = 1(0.6561) + 5(0.3439 = 2.3756.

(c) The possible values of are 1 and 7. NowK = 1 if the pooled test is negative. This occurs if none of the
individuals has the disease. The probability that this c&@(1 — 0.2)® = 0.262144. Therefor®(X = 1) =
0.262144. It follows thaP(X = 7) = 0.737856.

Sopx = 1(0.262144 +7(0.737856 = 5.4271.

(d) The possible values of are 1 anch+ 1. Now X = 1 if the pooled test is negative. This occurs if none of the
individuals has the disease. The probability that this cztsi(1 — p)". ThereforeP(X =1) = (1—p)". It
follows thatP(X =n+1)=1—(1—p)".

Sopx =1(1—p)"+(n+1)(1 - (1—p)") =n+1—n(1—p)"

(e) The pooled method is more economical if-110(1 — p)*° < 10. Solving forp yields p < 0.2057.
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Chapter 3
Section 3.1

1.  (ii). The measurements are close together, and thussprduit they are far from the true value of $G0and
thus not accurate.

3. (a) True
(b) False
(c) False

(d) True

5. (a) No, we cannot determine the standard deviation of thegss from a single measurement.

(b) Yes, the bias can be estimated to be 2 pounds, becaussattiag is 2 pounds when the true weight is 0.

7. (a) Yes, the uncertainty can be estimated with the stardkariation of the five measurements, which is 2ig3

(b) No, the bias cannot be estimated, since we do not knowulkesalue.

9.  We can get a more accurate estimate by subtracting theb2#&s2 g, obtaining 100.8g above 1 kg.

11. (a) No, they are in increasing order, which would be higimusual for a simple random sample.

(b) No, since they are not a simple random sample from a ptipolaf possible measurements, we cannot estimate
the uncertainty.
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Section 3.2

1. (a) O4x = 40y = 4(0.3) =12

(b) Ox—2v = \/m — /0321 (22)(0.29) = 0.5

(C) O2x_3y = 1/ 220% + 320% = /(22)(0.32) + (3%)(0.22) = 0.8485

3. Letnbe the necessary number of measurements. &ken 3/,/n= 1. Solving fornyieldsn= 9.

5. LetX representthe estimated mean annual level of land uplitti®ryears 1774-1884, and ¥tepresent the
estimated mean annual level of land uplift for the years :8884. TherX = 4.93,Y = 3.92,0x = 0.23, and
oy = 0.19. The difference iX —Y = 1.01 mm.

The uncertainty i®x_y = 1/0% + 0% = /0.2 + 0.1% = 0.30 mm.

7. d=3,F=22,0 =0.1.
W = Fd = (2.2)(3) = 6.6Nm.
Ow = O3 = 30F = 3(0.1) =0.3Nm.

9. Dw =1000,Ds=500,0pg = 5.
G = Dg/Dw = 500/1000= 0.5
0G = 00.001Dg = O.OO:I.CIDS = 0.00](5) =0.005 kg/m°’.

11. (a)Ta=36,k=0.025,t =10, To = 72,01, = 0.5
T =Ta+ (To— Ta)e =36+ 0.7788To— 36) = 36+ 0.7788 72— 36) = 64.04°F
oT = 0Ta+(T07Ta>e7kt = 036+0.7789Tp—36) = 00.7789Tp—36) = 0.778&)'”0,36) = O.778&)’T0 = 0.778&0.5) =0.3%F

(b) To = 72,k = 0.025,t = 10, Ta = 36,07, = 0.5
T = Ta+ (TO - Ta)e*kt = Ta—|— 0778372— Ta) = 56074+ 02212]’a: 56074+ 0221136) — BA0LF
0T = O56,07440.2212T, = 0022121, = 0.221207, = 0.22120.5) = 0.11°F
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13. (a) The uncertainty in the average of 9 measurementpi®ximately equal to
s/v/9=0.081/3=0.027 cm.

(b) The uncertainty in a single measurement is approximatghal tos, which is 0.081 cm.

15. (a) LetX = 87.0 denote the average of the eight measurements=e2.0 denote the sample standard deviation,
and leto denote the unknown population standard deviation. Themelis estimated witlX. The uncertainty

is oy = 0/v/8~s/v/8=20//8=0.7 mL.
(b) ox ~ s/v/16=2.0//16= 0.5 mL

(c) Letn be the required number of measurements. Thayn = 0.4.
Approximatingo with s= 2.0 yields 20//n = 0.4, son = 25.

17. LetX denote the average of the 10 yields atG5and lefY denote the average of the 10 yields at@0Lets
denote the sample standard deviation of the 10 yieldsa 6&nd letsy denote the sample standard deviation
of the 10 yields at 8GC. ThenX = 70.14,s¢ = 0.897156Y = 90.50,sy = 0.794425.

(a) At 65°C, the yield isX + sx/+/10= 70.14+0.897156v/10= 70.14+0.28.

At 80°C, the yield isY + sy /1/10 = 90.50+ 0.794425+/10 = 90.50+ 0.25.

(b) The difference is estimated with— X = 90.50— 70.14= 20.36.
The uncertainty i9y_x = /02 + 0% = v/0.25 + 0.28 = 0.38.

19. (a) Letox = 0.05 denote the uncertainty in the instrument. Togn= 0x /+/10= 0.05/1/10= 0.016.
(b) Letoy = 0.02 denote the uncertainty in the instrument. Tben= oy /v/5 = 0.02/+/5 = 0.0089.

(c) The uncertainty iX + 3Y is
Oosx0sv = /05705 +0.5202 = /0.57(0.08/10) + 05(0.02°/5) = 0.0091.
The uncertainty ik2X + =Y is
O3 1/av = |/ (2/3)%0% + (1/3)20% = \/(2/3)2(0.097/10) + (1/3)%(0.022/5) = 0.011.

The uncertainty igX + 1Y is smaller.
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o2 0.022/5
_ Y _ . _
(&) Coest= 02+02  00%/10+0.02/5 0.24.

The minimum uncertainty iﬁ/cﬁespéJr (1— Ches)?02 = 0.0078.

Section 3.3
1. X =2.0,0x =0.3.

a) — = = , Oy = |=—=|0x =o.
g; 3X%2=12 dv 3.6

dX
(b)g—;:\/%:o.& 0y:‘j—; ox =0.15
(c)g—;:)—(—f:—OJS, oy = 3—; ox = 0.225
(d)g—;:%:O.S, oy_‘g—; ox = 0.15
dy

(e) o, =& =& =7.389, oy_‘d_Y

dX

day — 2217
ax ox

ox =0.273

dy . . dy
) ax = —sinX = —sin2=0.909297, oy = ‘&

3. h=6,r=5,0, =0.02,V =1?h/3=157.0796

dv dv
ar = 2irh/3=62.8319 oy = ‘a

o, = 62.83190.02) = 1.3 cn.
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5. (a)g=9.80,L = 0.742,0_ = 0.005,T = 2m,/L/g = 2.00709/L = 1.7289

aT “1/2 _|dT
T 1.00354% =1.165024 o7 = aL

T =1.7289+0.0058 s

oL = 0.0058

(b) L=0.742,T = 1.73,01 = 0.01,g = 412LT 2 = 29.29298& 2 = 9.79

dg -3 _ _ |dg _
a1 = —-585860r °>=-11315 o1 = ‘ﬁ or =011

g=19.79+0.11 m/&

7. (a)g=9.80,d = 0.15, = 30.0, h = 5.33,0, = 0.02,F = ,/gdh/4l = 0.110680/h = 0.2555

‘;—E = 0.055340 /2= 0.023970 of = ‘d—F

5 | Oh = 0.0005
F = 0.2555: 0.0005 m/s

(b) g=9.80,1 =30.0,h=5.33,d = 0.15,04 = 0.03,F = /gdh/4l = 0.659766/d = 0.2555

dF _1/2 _ _|dF _
an = 0.32988a@l =0.851747 of = ad oq = 0.026

F = 0.256+0.026 m/s
Note thatF is given to only three significant digits in the final answerprder to keep the uncertainty to no
more than two significant digits.

c) g=9.80,d = 0.15,h=5.33,| = 30.00,0; = 0.04,F = /gdh/4l = 1.399562 /2 = 0.2555
(©)g g

dF _ —0.699781 %2 = _0.00425873 oF = “Z—T

dl
F = 0.2555+0.0002 m/s

0, = 0.0002

m 750
Vi—Vo Vi—Vo

9. m=750,Vp=5000,V; =8132,0\, =0y, =0.1,D = = 2.3946.

LetV =V; — V. ThenV = 8132 —5000= 3132, and
Ov = Ovy v, = /0%, + 03 =v/0.12+ 0.12=0.141421.

dD 750 db
W =~z — 0007646, 0p— ’—

qv oy = 0.0011.
D =2.3946+0.0011 g/mL

No
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11. (a) The relative uncertainty is 0.4/20.9 = 1.9%
(b) The relative uncertainty is 0.8/15.1 = 5.3%
(c) The relative uncertainty is 23/388 = 5.9%

(d) The relative uncertainty is 0.009/2.465 = 0.37%

13. s=22,t=0.67,0; = 0.02,g = 2s/t? = 4.4/t = 9.802
ding ding
Ing=In44—-2Int, — =—-2/t=—-2.985, =|—
ng=In n o / Oing ‘ o

g=9.802 m/€ + 6.0%

ot = 0.060

15. (a)g = 9.80,L = 0.855,0, = 0.005,T = 211,/L/g = 2.00709/L = 1.85588

INT =1n2.007094-0.5InL, d:jLLT =0.5/L=0.584795, ot = ‘d(lj%-r oL =0.0029

T =1.856 s+ 0.29%

(b) L = 0.855,T = 1.856,07 = 0.005,g = 4T2LT 2 = 33.754047 2 = 9.799

Ing — In33.754047— 2InT, % — 2/T = 10776, Opng= ‘@

— 0.0054
at |°"

g=9.799 m/g + 0.54%

17. (a)g=9.80,d = 0.20,| = 35.0,h = 4.51,0, = 0.03,F = ,/gdh/4l = 0.118332/h = 0.2513

INF =1n0.118332+0.5Inh, dinF =0.5/h=0.110865, OjF = ‘dli

an an on = 0.0033

F =0.2513 m/st+ 0.33%

(b) g=9.80,1 =35.0,h=4.51,d = 0.20,04 = 0.008,F = /gdh/4l = 0.561872/d = 0.2513
dinF dInF

=05/d =25, Opnr= ‘ 04 = 0.02
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F =0.2513 m/st+ 2.0%

c)g=9.80,d = 0.20,h = 4.51,| = 35.00,0, = 0.4,F = /gdh/4l = 1.486573 /2= 0.2513
(g g

dinF dinF
INF = In1.486573- 0.5Inl, d—”l — 05/ = —0.014286, Opnr — ‘d—”l‘cn —0.0057
F —0.2513 m/st 0.57%
m 2882
19.  m=2882,Vp = 4000,V; = 5160, 6y, = 0.1, 0y, = 0.2,D = - — 2484
m 0 ! Mo M Vi-Vo Vi—V\
LetV =V —Vp. ThenV =5160-4000= 1160, and
Oy = Oy v, = /03, + 07, = +/0.12+0.22 = 0.223607
dinD dinD
IND = In2882— InV, % — _1/V = —0.008621, Ginp = ‘% Gy = 0.0019.

D = 2484 g/mL+ 0.19%

Section 3.4

1. (a)X = 10.0,0x =0.5,Y =5.0,0y = 0.1,U = XY?2 = 250
u -, ou B _JfauN?,  fauN®,
U =250+ 16

(b) X =10.0,0x =0.5,Y =5.0,0y =0.1,U = X2 +Y? =125
ou U U\2, [aUu\?,
U =125+10

() X =100,0x =0.5,Y =5.0,0y = 0.1,U = (X +Y2)/2 = 17.50

ou ouU U\, [U\®,

U =1750+0.56
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3. (a)s=552,6=0.50,05=0.1,0¢ = 0.02,h = stanB = 30.1559

oh _ tand = 0.5463,@ —ssed0=716742
0s 00

oh\ 2 oh\?
— 2 2 _
Oh = \/(65) o5+ (66> 05 =1.4345

h=302+14

oh\? oh\? oh oh
2 2 —_— = _— =
(b) op = \/(_as) o5+ (69> ag » % 0.5463, 3 716742

If o= 0.05 andog = 0.02, theno, = 1.43.
If s= 0.1 andog = 0.01, theno, = 0.72.
Reducing the uncertainty ito 0.01 radians provides the greater reduction.

5. (@)Pr=101,0p, =0.3,P, =20.1,0p, =0.4,P; = /PP, = 1425

% =0.5,/P,/P, = 0.705354

1

oP;

55, = 0.5/P1/P, = 0.354432
2

Ps\2 ,  [aP3\?,
0P3 = \/(a_Pl) 0P1+ (a_Pz OPZ == 025

P; = 14.25+ 0.25 MPa

oPs\°, [(OP\°, 0P oPs
(b) 0P3 == \/(a_Pl) Opl + (a—PZ OPZ , a_Pl - 0705354, a_PZ == 0354432

If op, = 0.2 andop, = 0.4, thenop, = 0.20.
If op, = 0.3 andop, = 0.2, thenop, = 0.22.
Reducing the uncertainty i to 0.2 MPa provides the greater reduction.

7.(@p=23,0p,=02,0=31, 04=0.2, f = pg/(p+0) =1.320

%ﬁqz/ (p+0)? = 0.329561
=" /(p+0)?=0.181413

of\?2 of\?2
_ 2 2
Of _\/(6p> op+ <aq> 0 0.075

f =1.3204+0.075¢cm
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af\? af\? of of
_ i 2 - 2 R — =
(b) o5 = \/(6p> o2+ <6q> % 3 0.329561, 3 0.181413

If p =0.1 andog = 0.2, thenoy = 0.049.
If 0p=0.2 andog = 0.1, thenot = 0.068.

Reducing the uncertainty ipto 0.1 cm provides the greater reduction.

9. (8C=1.25 0c=0.03,L=12 0. =0.1,A=1.30, oo =0.05,
M =A/LC =0.8667

M ~

3¢ = ~A/(LC) = ~06933
M o

S = ~A/(L°0) = ~0.7222
oM

A = 1/(LC) = 0.6667

M\? ,  [OM\?,  [aM\?,
oM = \/<a—c) 0t + (O_L) of + (a_A) 04 = 0.082

M = 0.867+0.082

M\? ,  [OM\Z,  [aM\?,
oM o oM 2 oM B
ol —A/(LC%) = —-0.6933 i A/(L°C) = -0.7222 A~ 1/(LC) = 0.6667
If oc =0.01,0_ = 0.1, andoa = 0.05, thenoy = 0.080.
If oc =0.03,0,. = 0.05, andoa = 0.05, thenoy = 0.053.
If oc =0.03,0_. =0.1, andoa = 0.01, thenoy = 0.076.

Reducing the uncertainty into 0.05 cm provides the greatest reduction.

11. (a)10 =50, 0y, =1, w=1.2, o, =0.1,k=0.29, ox = 0.05,
T="To(1—kw) =326

ﬂ =1—kw=0.652
aTo

ot

K —Tow = —60
ﬂ = —Tok=—-145
ow
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T=326+3.4MPa

ot \ 2 ot\? ot \?
_ 9 52 9 42 92 52
(b) oy = \/(ato) of, + <6k> oi+ <6w) oG

ot ot ot
T kw=0652, o _tgw=-60, L _tk=-145
Fr W ok~ W w0

If oy, = 0.1, ok = 0.05, andoy, = 0.1, thenoy = 3.3.

If oy, = 1.0, ok = 0.025, andoy, = 0.1, thenoy = 2.2.

If o, = 1.0, ok = 0.05, andoy, = 0.01, thenoy = 3.1.

Reducing the uncertainty kito 0.025 mnm?! provides the greatest reduction.

(c) If oy, =0, 0y = 0.05, andow = 0, a; = 3.0. Thus implementing the procedure would reduce the uringyta
in T only to 3.0 MPa. It is probably not worthwhile to implemenéthew procedure for a reduction this small.

13. (a)g = 38674, 0y = 0.3, b= 10370, 0p = 0.2,m= 26504, Oy = 0.1,y = mb/g = 71068,

v _ —mb/g? = —0.18376

dg

oy B

e m/g = 0.685318
oy B

am= b/g=0.268139

ay\? ay\? ay\?
oy = \/(6—2;> 0%+ (%) o4+ <6%> 02=0.15

y=71068+0.15g

2 2 2
oo () (3 (3)
% = —mb/g® = —0.18376, % =m/g=0.685318, Y =b/g=0.268139
ag db om
If og=0.1,0, =0.2, andoy, = 0.1, 0y = 0.14.
If og=0.3,0p = 0.1, andom = 0.1, oy = 0.09.
If og =0.3,0p = 0.2, andom = 0, oy = 0.15.
Reducing the uncertainty imto 0.1 g provides the greatest reduction.

15. (a)F =800 of = 1,R=0.75, 0g = 0.1, Lo = 25.0, 6, = 0.1,L; = 30,0, o, = 0.1,

FLo
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17.

aY Lo

oF = L 2.82942
aY —2FLg

— =—————=-60361
dR  TR3(L1—Lo)

oY FLq

oo~ TRL Lo 13249
N ___—Flo ~452707

ol TR(Li—Lo)?2

o= (5« () e (3

Y = 2264+ 608 N/mnt

Y \?%,
+ <a_|_1> o, =608

av\? Y Y v\,
v (3t (et (3) e (2.

aY Lo aY —2FLo

— =———-=282942, — =————— =-60361,

oF T[RZ(L;L — Lo) oR T[F\’S(Ll — Lo)

aY FL1 aY —FLo

— =——— =543249, — = ———— = 452707
aLo T[RZ(L]_ — Lo)2 aLl T[RZ(L;L — Lo)2

If oF =0,0r=0.1,0,,=0.1, ando., = 0.1, thenoy = 608.

If oF =1,0r=0,0.,=0.1, ando., = 0.1, thenoy = 71.

If or =1,0r=0.1,0,,=0, ando,, = 0.1, thenoy = 605.

If or =1,0r=0.1,0,,=0.1, ando., = 0, thenoy = 606.

Ris the only variable that substantially affects the undetyan Y.

t=10,T =541, o1 =0.2,To=70.1, o1, = 0.2, T, = 35.7, oy, = 0.1,

k=1In(To— Ta)/t — IN(T — Ta) /t = 0.1In(To — Ta) — 0.1In(T — Ta) = 0.0626

ok _1

K 000543478

aT 10T —Ta)

ok 1

oK ___ 1 000290698

aTo 10(T0 - Ta)

ok 1 L 000252781

0Ta 10(T—-Ta) 10(To—Ta)

ok ok ok
Ok:\/<aT) T+(6T) 0 +(a?) OT =0.0013

k = 0.0626+0.0013 mirr !
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19. (a) No, they both involve the quantitiesndr.

2rr (h+2r) 2h+4r

m2h14r/3)  Chrias o 2o

(b)r =09, 6, =0.1,h=17, 6,=0.1,R=c¢

oR 2h? +16rh/3+16r%/3
— =— — —2.6805Z
ar T (@Z/3rm)?

oR 4r?/3
= _07(4r2/3+m)2 = —0.15854¢

R\ 2 R\ 2
_ 2 2 _
0R_\/<ar)0r+(ah)0h 0.27c

R=2.68c+0.27c

21. p=149,1=352,0;=0.1,h=120, 0, =0.3,V =th/p=1h/1.49= 28349,
InV =Int+Inh—1In1.49

2InV

o0 = 1/t =0.028409

dInV

—— =1/h=0.083333
oh /

VA alnV\?
Olnv = \/(T) 02+ (W) Gﬁ =0.025

V =28349 mm/st 2.5%

23. p=43,0p=01q9=21 0¢9=02,f=pg/(p+q) =141, Inf=Inp+Ing—In(p+0q)

% —1/p—1/(p+q)=0.0763081
% —1/q—1/(p+9) = 0.31994

alnf\? aln f\?2
Oinf = \/(a—p) 03+ (()—q) 03 =0.064

f=141cm+ 6.4%

sinB;
sinB,

25. 6;=0.216, g, = 0.003,06, = 0.456, gg, = 0.005,n= =0.487, Inn = In(sinB1) — In(sinBy)

dinn

—— =cotf; =4.5574
ael COto1
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27.

29.

dlnn
00,

alnn\? alnn\?
Olnn = \/(a—el) o3, + (0—92) 03, =0017

n=0.487+1.7%

= —cotBy = —2.03883

F= 750, or=1R= 0.65, OR = 0.09, Lo = 23.7, O, = 0.2, L= 27.7, oL, = 0.2,

FLo
olny
—— =1/F =0.001333
oF /
aa%v — 1/Lo+1/(Ls— Lo) = 0.292194
0
olny
——— =—-2/R=-3.07692
OR /
ainy
— =-1/(L1—Lp)=-0.25
3L, /(L1—Lo)

alnY\ 2 aInY\? alnY 2 alnY 2
Oy = \/(?) O'|2: + (a—Lo) O'EO—F (W) 0'%4— (a—l_l) O-El =0.29

Y = 33479 N/mn? + 29%

r=08, 0, =01,h=19, 0, =0.1

(a) S=2mr(h+2r) = 1759, InS=In(2m) + Inr +In(h+ 2r)

ans 1 2

o T r + m =1.82143
2InS 1

9InS\ 2 aInsS\ 2
Oins = \/<a—?> o7+ (a—';]) 02 =0.18

S=1759um + 18%

(b)V = 1r2(h+4r/3) = 5.965, IV = In(1)) + 2Inr + In(h + 4r /3)

amv 2 4

oy f % 2094044
or r * 3h+4r

dinv 3 0337079

oh  3h+tar
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IV \? anV\?

V =5.965um? + 30%

2rr (h+2r) 2h+4r
R= = =2.95¢c, InR=1 In(2h+4r) —In(rh 4 4r?/3
(c) Cnrz(h+4r/3) Crh+4r2/3 n nc+In(2h+4r) —In(rh + 4r</3)
omR_ 2 8+3h _
o  2r+h 42+3rh

dnR 1 3
oh ~2r+h arsan 00010

dInR\? dInR) 2
OInR = \/(T) 0?4‘ (W) 0%20.11

R=295c+11%

Note that the uncertainty iR cannot be determined directly from the uncertaintieS andV, becausé& and
V are not independent.

—1.12801

(d) No

31. R=kld2. The relative uncertainties a% =0 (sincekis a constant)fT—I =0.03, and@ =0.02.

d
B = \/(%)ZJr (%) + (-220)" = o2+ 0,02 + (~0.042 = 005,

The relative uncertainty is 5.0%.

Supplementary Exercisesfor Chapter 3

1. (@)X =25.0,0x =1,Y=5.0,0y =0.3,Z=35, 07 =0.2. LetU = XY+ Z.

ou ou ou

UN2, [AUN2, [AU\?,
o= () o4 () o+ (%) o3 =00

(b) X =250,0x =1,Y =5.0,0y = 0.3,Z =35, 07 = 0.2. LetU = Z/(X+Y).

g—i = —Z/(X+Y)?=-0.003889, 3—3 = —Z/(X+Y)?=-0.003889, ‘;—LZJ =1/(X+Y) =0.03333

U\%,  [(0U\’, [dU\®,
oy = \/(W) ox + (W) oy + <E> 0% = 0.0078
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(c)X:250 ox =1,Y=5.0,0y =0.3,Z=35, 07 =0.2. LetU = \/X(INY + Z).

/InY+Z ou 1 X ou 1 X
=0.226041, ~ —xVinysz ~ 0.221199, 7 " o\Vinysz "~ 1.105996,

V( )% (—)2v+(‘?§)

(d) x —250,0x =1,Y =5.0,0y = 0.3,Z = 3.5, 07 = 0.2. LetU = X&& 2",

ou 2 ou 2
-2y —_ —2Y _ — —_— = -2 = —
6)( = eZ = 9.487736, PV 2X € 47438679, 37 2XZ€& 1660353771

oJ oJ ou
o= () o1 () o+ (2) ot =so11

3. (a) LetX, Y, andZ represent the measured lengths of the components, amd-eX + Y + Z be the combined
length. Therox = oy =0z =1.2.

Or =4/0%+0%+0%=21mm

(b) Let o be the required uncertainty M andY. Thenor = V02 + 02+ 02 = 0.05. Solving foro yieldso =
0.029 mm.

5. (a)y = 9800,n = 0.85, 0y, = 0.02,Q = 60, 0o = 1,H = 3.71, oy = 0.10
P = nyQH = 98001QH = 1.854x 10f

g_rF]’ = 9800QH = 2.18148x 10°

oP

—— =980(H = 309043
0Q N

oP

P 9801Q = 499800

aP\? oP oP
o () 1+ () o () s
P=(1.854+0.073) x 10° W

op 0.073x10°

(b) The relative uncertainty isp— 1854510 0.039=3.9%.
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(c)op_W_P) i+ () ot (2) e,

an Q) Q" \ogn,) M
ok _ 9800QH = 2.18148x 1(°, 9®_ 980MH = 309043,
an Q

If o, =0.01,0q = 1, andoy = 0.1, thenop = 6.3 x 10%

If o, = 0.02,0q = 0.5, andoy = 0.1, thenop = 6.8 x 10%

If o, =0.02,0q = 1, andoy = 0.05, thenop = 5.9 x 10%

Reducing the uncertainty i to 0.05 m provides the greatest reduction.

P
~— = 9800Q = 499800

7. (@H =4,c=0.2390,AT = 2.75, a7 = 0.02,m= 0.40, 0, = 0.01

c_ CH(AT) _ 0956AT) .
m m

ac 0.956
—=——=239

OAT m

aC  —0.956(AT)

— =—— 2 =-16.4312
om e

aC \? aC\ 2
oc = \/(W) Oar + (%) 0%, =0.17

C=6.57+0.17 kcal.

. . oc 017 oo
(b) The relative uncertainty |55 = 657" 0.026= 2.6%.
. dInC 1 JdinC -1
Alternatively, InC = In0.956+ In(AT) — Inm, sO —— AT — AT — 0.363636,——— e —25,

oc ___ [famC\*>, [aInC\*, .
E—Ulnc—\/(am_)cm—i— S ) Oh=0.026=26%

OAT om OAT m om mé
If a1 = 0.01 ando, = 0.01, thenoc = 0.17.
If a1 = 0.02 ando, = 0.005, thenoc = 0.10.
Reducing the uncertainty in the mass to 0.005 g providesrétey reduction.

2
(C)GC:\/(ﬁ) AT+<OC) o2, £:&56:2_39 §:M:—164312

9. (a) LetX be the measured northerly component of velocity andrléte the measured easterly component of
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11.

velocity. The velocity of the earth’s crust is estimatedhit= /X2 + Y2,
Now X = 22.10, ox = 0.34 andY = 14.3, oy = 0.32, soV = /22102 + 14.32 = 26.32, and

g—\)/( =X/V/X24+Y2 =0.83957

Z_\\: =Y/V/X2+Y2=0.543251

V2, [aV\®,
oy = \/<&> ox + <W) oy =0.33

V = 26.32+0.33 mm/year

(b) Let T be the estimated number of years it will take for theles crust to move 100 mm.

By part (a),V = 26.323Q oy = 0.334222. We are using extra precisiorMrandoy to get good precision for
T andor.

Now T = 100/V = 3.799, g—\T/ = —100/V? = —0.144321
dT
or = | Jy|Ov = 0.1443210.33422) = 0.048

T =3.799+ 0.048 years

LetX; andX; represent the estimated thicknesses of the outer layatdetn, Yo, Y3 represent the estimated
thicknesses of the inner layers. ThEp= X, = 0.50,VY; = Y> = Y3 = 6.25, ox, = 0.02 fori = 1,2, and
oy; =0.05forj=1,23.

The estimated thickness of the itemlis= X1 +Xo + Y1+ Yo+ Yz = 19.75.

The uncertainty in the estimateds = \/0>2<1 + 0%, + 0%, + 0%, + a3, = 0.09.
The thickness is 1954 0.09 mm.

13. (a) The relative uncertainty nis g, /A = o). The given relative uncertainties asgy = 0.0001,0),; = 0.0001,

Oina = 0.001,01n = 0.01,01h3 = 0.01. InNnA = InV +Inl +InA—InTt—Inl —Ina.
Oy = \/oﬁw +0ﬁ1| +0§1A+0ﬁ1| + oﬁm =+/0.0002 +0.0002 +0.0012+0.012+0.012 = 0.014 = 1.4%

(b) If ojny = 0.0001,0yr; = 0.0001,01h4 = 0.001,0y, = 0.005, andoj,, = 0.01, thenojp,y = 0.011.

If 0|nV == 0, 0|n| - O, 0|nA == 0, 0|n| - 001, anwma == 001, thenOm\/ - 0014
Reducing the uncertainty into 0.5% provides the greater reduction.
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15. (a) Yes, since the strengths of the wires are all estuirtatbe the same, the sum of the strengths is the same as the
strength of one of them multiplied by the number of wires. rEfi@re the estimated strength is 80,000 pounds
in both cases.

(b) No, for the ductile wire method the squares of the una#its of the 16 wires are added, to obtain=
V16 x 202 = 80. For the brittle wire method, the uncertainty in the sgtarof the weakest wire is multiplied
by the number of wires, to obtam= 16 x 20= 320.

17. (a)r =3.00, o, =0.03,v=4.0, 0y =0.2. Q = 1r?v = 1131.

%i? = 21TV = 75.3982
Q _ e = 28.2743
ov

2 2
o (1 (o

Q=1131+6.1m/s

r=4. ,Or:. ,V:.,OV:.. =TUr°V= .
(b)r =4.00 0.04,v=2.0 01.Q 2y =1005

%i? = 217V = 50.2655
Q _ 1r? = 50.2655
ov

2 2
e () ()3

Q=1005+5.4md/s

. .0
(c) The relative uncertainty |ng =0ihQ-

Or Oy onQ 2 dnQ 1
InQ=Intt+2Inr +Inv, o) =— =0.01, oy =— =0.05, =, ==
Q + + = =y or r' ov v

2 2 2 2
Oing = \/(ag‘rQ) o2+ (%LVQ) 02 — \/22 (%) +(S)" = vZ200%) +00% = 0.054

r

Yes, the relative uncertainty i@ can be determined from the relative uncertaintiesamdv, and it is equal to
5.4%.
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19. (a)Co = 0.03,t = 40,C = 0.0023 oc = 0.0002.k = (1/t)(1/C—1/Co) = (1/40)(1/C) — 5/6= 10.04
dk -1
dc — 40cZ
k=10044+095s1

472590, 0y = %

oc = 472590(0.0002 = 0.95

(b) Co = 0.03,t = 50,C = 0.0018 oc = 0.0002.k = (1/t)(1/C—1/Co) = (1/50)(1/C) —2/3=10.4
dk -1
k=104+12s?

dé oc = 617284(0.0002) = 1.2

(c) Letk= (El +E2)/2 = 0.5k; + 0.5k;. From parts (a) and (boxRl =0.945180 anabE2 = 1.234568. We are using
extra precision iﬂ)'Rl andoR2 in order to get good precision my.

0.5%02 +0.5%02 = /0.5%(0.945180) + 0.52(1.234568) = 0.78
1 2

2
%% 1.234568

d) The value O iS Gouy— _
(d) The value Ot IS Coes oZ +0Z _ 0945180+ 1234568
1 2

=0.63.

21. (a) Letsbe the measured side of the square. Thenl812, os=0.1.

The estimated area 8= s* = 32,833.
ds

ds
d—S—23—362.4, O_S—‘d—s

S=32,833+36n7

0s = (3624)(0.1) = 36

(b) The estimated area of a semicircle€is- (1s?)/8 = 12,894,

dc dc
Jo = T5/4=142314, oc = ’E 0s = (142314)(0.1) = 14

C =12,894+ 14 n?

(c) This is not correct. Les denote the length of a side of the square. SiBemdC are both computed in terms
of s, they are not independent. In order to compakecorrectly, we must express directly in terms ofs:

A= 4215’ /8=(1+T1/4). SO0A = “;—2 Os = 25(1+11/4)0s = 65 n?.
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23. (a)Pr=8.1, op, =0.1,P, =154, op, = 0.2, P = /P1P>» = 1116871

oPs P,

— = =0.689426
P 2/PiP

oPs Py

— = ———=0.36262
o 2/PiP;

Ps\2 ,  [OP3\%,
0P3 = \/(a_Pl) 0P1+ (a_Pz OPZ == 010

P; =11.16871+ 0.10 MPa

0°P; _
— > =_(0.25P.
opz = (029,

The bias corrected estimate is

P (1 0Py 03 + i 02 | =11.16871-(0.5)[-0.0425570.1%) —0.0117730.2)] = 11.16916

%P

(b) ¥%p,/? = 0042557, 7 