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Readings

“Applying Overhead: How to Find the Right Bases and Rates”
This article shows an actual application of regression analysis for determining multiple overhead rates using spreadsheet software.  The steps and the results are very similar to EXCEL which has regression under DATA/DATA ANALYSIS.  The article explains the interpretation of the R-squared and t-values and provides a good discussion of when regression analysis is useful.

Discussion Questions:
1.	What is regression analysis used to accomplish in this article?
2.	What are the steps to perform a simple regression analysis?
3.	What does Table 4 tell you?  Which cost driver would you pick for each cost type—maintenance, packaging, materials handling, storage, and production scheduling?


 (
Cases
)

8-1  The High-Low Method and Regression Analysis
The Brenham General Hospital was approached by Health Food, Inc. (HFI) which specializes in the preparation of meals for institutional patients. HFI stated that it would prepare all inpatient meals to provider specifications and deliver them on time for $11.50 per meal. The hospital was facing a steady decline in bed occupancy and was determined to hold the line on costs wherever possible.
	Hospital management did not have a clear idea what the present system of providing meals to patients was costing. Hospital staff gathered the information below, which covered expenses for the dietary department for the past year.
	The hospital has 120 beds. It is open year-round and has a 33% percent occupancy rate. Patients are served an average of 2.8 meals per occupancy day.
	It was determined that the dietitian provided valuable counseling and advising services. Should the hospital eliminate in house meal preparation, it would want to retain her services. Also, the administration wanted to keep and maintain the kitchen and equipment.
Required:
1. Using the high-low method and regression analysis, determine the variable and fixed costs of the in-house meal service. 
2. Which cost estimation method would you choose and why?
3. Should the hospital administration accept the offer of the outside company? Why or why not?

	
	Dietitian
	Other
staff
	Food Costs
	Maintenance
	Patient Equipment
	Days

	
	
	
	
	
	
	

	January
	$2,875
	$ 3,122
	$ 9,674
	$ 1,401
	$ 1,649
	 1,382

	February
	$2,875
	$ 2,908
	$ 9,184
	$ 1,322
	$ 1,415
	 1,312

	March
	$2,875
	$ 2,655
	$ 8,302
	$ 1,322
	$ 1,313
	 1,186

	April
	$2,875
	$ 2,600
	$ 7,084
	$ 1,288
	$ 1,105
	 1,012

	May
	$2,875
	$ 2,433
	$ 6,398
	$ 1,200
	$ 1,089
	   914

	June
	$2,875
	$ 2,083
	$ 4,338
	$ 1,133
	$ 1,011
	   604

	July
	$2,875
	$ 1,809
	$ 3,612
	$ 1,093
	$   900
	   516

	August
	$2,875
	$ 2,322
	$ 6,275
	$ 1,122
	$ 1,112
	   896

	September
	$2,875
	$ 1,434
	$ 6,734
	$ 1,235
	$ 1,103
	   962

	October
	$2,875
	$ 2,700
	$ 9,002
	$ 1,302
	$ 1,300
	 1,286

	November
	$2,875
	$ 2,798
	$ 8,456
	$ 1,300
	$ 1,442
	 1,208

	December
	$2,875
	$ 2,600
	$ 7,798
	$ 1,322
	$ 1,396
	 1,114

	 TOTAL
	$34,500
	$29,464
	$86,857
	$15,040
	$14,835
	12,392




8-2  The Pump Division
The Pump Division has one plant dedicated to the design and manufacture of large, highly technical, customized pumps. Typically the contract life (production cycle) is one to three years. Most original equipment (OE) orders are obtained by preparing and submitting a bid proposal from a cost estimate analysis and conducting negotiating sessions with the customer. Sometimes orders are accepted as loss leaders in order to establish a position in the more profitable aftermarket business.
		The contracts generally are fixed price. When coupled with the highly technical specifications and the length of the "in process" time, there is a high risk of job cost overruns. Company policy is to record revenue and costs on a completed contract basis, rather than as a percent of completion.
	After a major decline in profitability, combined with several unfavorable year-end surprise inventory adjustments, new plant management decided to undertake a review of the operation to identify the key factors that affect inventory control. Management analysis revealed the following:

The cost estimating function reported to the sales department.
· Final job costs varied significantly from original cost estimates. It was difficult to determine the source of variances until analyses were made upon completion of the jobs.
· The negotiated pricing of a contract was almost always on the basis of "whatever it takes to get the order," particularly when there was excess productive capacity in the industry.
· Progress payments/advanced payments were secured on some contracts, but such payments often were dropped if pricing competition was severe.
· When inflation was at double-digit levels, the company attempted to insert escalation clauses into contracts based on government indexes. However, most often, this resulted in fixed-price contracts with some estimate of inflation included.
· During the audit at the end of each year, a lower-of-cost-or-market analysis was made on major jobs in process. It was this exercise that revealed unfavorable inventory adjustments in recent years. Two examples are shown below:

	 (In Thousands)
	 Job 1
	 Job 2

	
	
	
	
	

	Original cost Estimate
	$2,113
	
	 $1,800
	

	Costs Incurred to Date:
	
	
	 
	

	Manufacturing
	2,100
	
	    —
	

	Engineering
	373
	
	 100
	

	Estimate to Complete
	  367
	
	 2,500
	

	Total Current Estimate
	2,840
	
	 2,600 
	

	Lower-of-cost-or-market: Contract Sales Price
	2,520
	
	  2,000
	

	Less 10% Allowance for Normal Profit Margin
	  (252
	)
	  (200
	)

	Inventory Value
	 2,268
	
	 1,800
	

	Inventory Reserve Adjustment (loss)
	$ (572
	)
	$ (800
	)



On job 2, the engineering department determined that the pump would not meet specifications in accordance with the original cost estimate and re-engineered the pump. This led to an increased estimate before the job entered the manufacturing stage.
Required:
1. What courses of action might be appropriate for the plant manager and his controller relating to (a) estimating costs, and (b) application of the lower of cost or market rule?
2. What is the significance of progress payments/advanced payments and escalation clauses on the performance of the operation?

8-3  Hospitality Products, Inc.  
Hospitality Products, Inc. (HPI) is a manufacturer of cosmetic soap products with plants located throughout North America and customers worldwide.  “There is no doubt that the need to continue to grow sales is an important corporate objective and one which we need to always have in mind,” remarked Anton Lagarde, managing director.  “Not only is this important in terms of continuing to increase sales revenue overall but it is an essential part of our commitment for next year’s budget.  Resisting group pressure and allowing ourselves this time to test the market for other new segments has brought some order into this phase of our development.  The segment penetration achieved so far and the opportunity to build on this most successful initiative augers well for the future.  Thank you, George, for a comprehensive summary of the market result to date” concluded Anton.  “It seems as though this initiative is one which will help us meet out short and longer-term objectives.”  Anton Laragde’s summary concerned a strategy overview provided by George Martin, marketing director of the company.  

MARKETING STRATEGY
	During the past ten years HPI has successfully developed a line of soap products in small packages that it has marketed to large hotel chains.  The hotels place the small hand soap items and shampoos and conditioners in hotel rooms for the convenience of their guests.    HPI has introduced a product that is attractive to these hotels because of HPI’s careful choice of fragrances and attractive packaging.  These products, with the hotel’s name embossed on them, are a strong positive statement about the quality of the hotel’s service.    HPI has achieved a strong market position in the industry by taking a high-end approach to its product, an approach which has served it well in recent years.     
	The company concentrated its efforts in selling to the top twenty hotel chains in North America.  By limiting its marketing efforts to a relatively few, very large multi-outlet chains (which have centralized purchasing groups), the company achieved low marketing and selling costs but high market penetration.  Last year the company reached a market share of 65% in the large hotel chain market and, in turn, relatively large customer order sizes.  
	Two market segments are evident in the large hotel chain market.  In the first (called the value-added segment) customers buy the company’s product primarily because of its advantage in fragrance and attractiveness of the product.    Frequently, the hotel operations personnel in this segment are active in making the buying decision.  The second segment is referred to as being price sensitive as the customers purchase these products primarily on the basis of price.  For these customers, purchasing managers are the key decision-makers in the buying decision.  

RECENT COMPETITION
	HPI’s success in the hotel chain market has attracted an increasing number of competitors into the market.  While the company had been very successful in bringing out a series of new product types with innovative packaging,  new fragrances and other features (moisturizing lotion content…)  for the hotels, the competitors have eventually been able to develop quite similar products.  The result has been increased competition with a substantial reduction in HPI’s prices (dropping 26% last year), and a major decline in the firms’ profit margin. The size of the price sensitive segment is growing rapidly while the value-added market segment is shrinking in size.  The company faces an increasingly competitive market situation characterized by significant excess producer capacity.  

WHOLESALE MARKET INITIATIVE
	As a result of the increased competition in the hotel chain market,  George has proposed to begin to a focus on the small independent hotels, motels, and B&B’s (Bed and Breakfast Inns) that purchase the soap products from large wholesale distributors.  The potential sales for this wholesaler segment is about the same size as the hotel chain market (20 billion room-sets  per year versus 25 billion room-sets per year).   A room-set is a packet of soap, shampoo, and conditioner.   While customers usually order the same quantity of soap, shampoo, and conditioner, some buy only one or two of these products.   Therefore,  HFI sells the soap, shampoo, and conditioner separately, in 24-unit cases.   
The Wholesale segment includes a much larger number of independent  customers.  At this time less than 15% of the soap room-sets sold in the wholesale market are of the quality of HPI’s product. 
 	The independent hotel’s differ from the large hotel chains in that they purchase their hotel soap room-sets from wholesalers and distributors.  Compared to the hotel chains, there are many more independent hotels widely dispersed over a large geographical area.  The pilot marketing studies run last year by HPI indicate that the customer order sizes for the wholesaler segment tend to be relatively small, and that the number of different product variations (in terms for example of fragrance,  packaging, and size ) tend to be relatively large in comparison with the large hotel chain market.  These studies also indicate that prices (and corresponding profit margins) are much higher than in the price-sensitive segment currently served by the company. 


MANUFACTURING
	To support domestic and export sales, the company has located a number of plants throughout North America to best support the geographical spread of its various customers.  
	“In the early years,” explained Michelle Ray, manufacturing director, “capacity had, by necessity, always chased demand.  The rapid growth in sales during the past few years and the need to make major decisions concerning new plant locations and process investments had understandably contributed to this capacity following the demand situation.  However, with sales starting to level off this problem of capacity has now corrected itself.”  
	Investments in manufacturing had been to support two principal objectives; to increase capacity and to reduce costs.  The cost reduction initiatives principally concerned material costs and reduced processing times.  “Current initiatives” explained Michelle “are continuing these themes.  Our capacity uplifts will take the form of equipment similar to our existing machines.  Over the years we have deliberately chosen to invest in machines which are similar to existing equipment in order to capitalize on the fact that the process is relatively simple and that products can, with relatively few exceptions, be processed on any machine in the plant.  
	In order to make best use of total capacity at all sites, customer orders are collated at the head office site in Cleveland.  They are then allocated to plants to take account of current plant loading, available capacity, customer lead times, and transport distances between the plant and a customer’s required delivery location.  As a result, forward loading on a plant is only two or, at most three days ahead.  Plants then schedule these orders into their production processes in order to meet customer call-offs and individual equipment loading rules.  
	Once the order details are agreed with a customer,  the order is scheduled for the targeted plant.    Table 1 provides an actual schedule of orders for the hand soap product at the Lexington, KY plant.   

CONCLUDING REMARKS
	In reviewing the proposed marketing initiatives regarding the wholesaler market,  Anton Lagarde, commented, “Since sales in our traditional markets are leveling off,  the new marketing initiative appears to be an important step in giving us a fresh impetus to sales volume growth.  We have now reached a point in our company where we do not have to endure capacity shortage problems.  In fact, with the drop in sales last year, the company currently has excess capacity with which to pursue the wholesaler market.  So, our main concern is to improve the decline in the profit performance that has occurred during the past year, and the new marketing initiatives should help to re the profit margins and hence to secure this necessary, overall improvement.
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1. Discuss briefly HPI’s competitive position and strategy.
	
2. What are the implications of the marketing and manufacturing initiatives for future costs and profits of HPI? 
	
3. Using the data in Table 1, explain how you would use appropriate methods of analysis such as regression analysis or correlation analysis to analyze the effect of order size and product variety on the productivity and cost structure of the Lexington plant.






8-4  Regression Analysis

Custom Photography is a small company that provides photography services primarily for medium to large size local businesses.  Most of the work is special assignments involving professional models, displays, and sets.  At the end of 2013, Janice Glass, the owner of Custom Photography is interested in predicting the average hourly payroll cost of the professional models and others who work in the set-up and design of the photo sessions in 2014.  In order to do this, she has taken the payroll costs for each of the prior 20 quarters and the approximate number of hours devoted to these photo sessions during the quarter.
The independent variable in this application is the number of hours for the sessions and the dependent variable is the payroll expense.




	QU/YR
	Hours
	Payroll Expense

	1/2009
	145
	5,122 

	2
	90
	3,011 

	3
	25
	1,203 

	4
	175
	5,188 

	1/2010
	112
	3,877 

	2
	267
	8,712 

	3
	212
	7,355 

	4
	132
	4,123 

	1/2011
	289
	9,938 

	2
	235
	7,327 

	3
	156
	5,592 

	4
	277
	9,387 

	1/2012
	302
	10,993 

	2
	72
	2,761 

	3
	88
	2,766 

	4
	212
	8,246 

	1/2013
	155
	5,499 

	2
	222
	7,729 

	3
	116
	3,892 

	4
	250
	8,473 


Projected Data for hours:
	1/2014
	188
	?

	2
	233
	?

	3
	145
	?

	4
	298
	?




REQUIRED:

1.	Develop a regression analysis to predict payroll costs, using Excel or equivalent regression software and the first 20 quarters of data.  Evaluate the precision and reliability of the regression.
2.	Predict payroll expense for each quarter of 2014.




8-5 Predicting the Effect of Poverty 
on High School Graduation Rate

High School graduation rates are a key measure of economic development and potential for economic growth.  The data below show the graduation rates and the percentage of children in poverty for each of the states in the U.S.    The graduation rate is for the school year 2004-2005 and the poverty data is for 2007.   The data is from the U.S. Census Bureau and is reported in the November 24, 2008  issue of Business Week, p 15.

Required:   
1. Use regression analysis to answer the question whether there might be a causal relationship between poverty level and graduation rates. 
2. Critically examine the regression results you have developed.  Include in your answer a consideration of the data used and a consideration of potential additional variable that could be used to predict graduation rates.   











8-6  Forecasting University Costs

Western University is growing steadily, as measured by the number of courses listed, the number of course sections taught, and the number of student enrolled.  The increased growth has led to increased costs at the university.  Data on growth in the number of courses, sections, and students as well as the increase in costs are shown below.   




Required.
1. Use simple and multiple linear regression analysis to determine the best regression model to predict total costs using one or more of the three predictors:  number of courses, lessons, or students.    Explain why you have chosen this regression.
2. Explain how, if so, the analysis you have completed could be compared to activity-based costing.  
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Determine the relationship between overhead costs and various cost drivers with the help of regression analysis.
By Adel M. Novin
Direct labor no longer may be the most effective base for applying factory overhead costs to various jobs and products. With today's highly automated systems, labor-related costs constitute only a small portion of total manufacturing costs, and overhead costs now correlate more with factors such as machine hours and material quantities. Accordingly, many companies are beginning to identify application bases that better reflect the causes of overhead costs in their unique manufacturing environments.
	Selection of proper application bases also has received a boost from the recent growth in activity-based costing (ABC), ABC applies accumulated costs for each activity to products and jobs using a separate base for each activity. Thus, it is crucial to select the right bases (cost drivers) for applying the costs of various activities to products and jobs.
SEARCHING FOR A PROPER BASE
Theoretically, the factory overhead cost application base should be a principal cost driver—an activity (or activities) that causes factory overhead costs to be incurred. In other words, there should be a strong cause-and-effect relationship between the factory overhead costs incurred and the base chosen for their application. Selecting the proper base requires knowledge of the relationships between the overhead costs and various cost drivers such as machine hours, direct labor hours, direct labor costs, space occupied, pounds handled, invoices processed, number of component parts, number of setups, units produced, and material costs or material quantities.
	Using an objective technique, regression analysis, rather than experience or observation of activities can be helpful in ascertaining the relationship between the overhead costs and various cost drivers. Regression analysis has not been explored fully in practice, possibly due to its computational complexities coupled with a lack of easily accessible computer software. With the widespread use of spreadsheet programs, however, regression analysis now can be performed rather easily. The regression analysis described below was done using a computer spreadsheet.
	Regression analysis is one of the few quantitative techniques available for: (1) determining and analyzing the extent of the relationship between overhead costs and various cost drivers and (2) estimating the linear or curvilinear relationship between overhead costs and cost drivers. One of the values provided by regression analysis, the coefficient of determination or R Squared, measures the extent of the relationship between the two variables. More specifically, the value of R Squared indicates the percentage of variation in the dependent variable (overhead costs in this case) that is explained by variation in the independent variable (the cost driver). The value of R Squared is always between zero and 100%. The closer its value is to 100%, the stronger the relationship between the two variables.
	Regression analysis can help us investigate the strength of the relationship between the overhead cost and various cost drivers. In simple terms, the cost driver that receives an R-Squared value closest to 100% will be the most accurate predictor of overhead costs. The following section will illustrate this concept.
	To find the proper application base, the first step is to identify the various cost drivers that might explain changes in overhead costs. Suppose that in searching for an application base for overhead costs, we have found three possible cost drivers—direct labor hours, machine hours, and number of production setups.
	Regression analysis requires actual data on selected variables for several periods. Suppose we have data from 12 consecutive months (with outliers excluded) on overhead costs, direct labor hours, machine hours, and number of production setups, as shown in Table 1.
	With three possible cost drivers, three different regression analyses should be performed. Of course, a different output-range should be selected for each variable.
	Table 2 presents the regression output obtained for the three regression analyses. According to the R-Squared values, machine hours explain about 77% of changes in variable overhead costs, while the number of set-ups and direct labor hours explain 39% and 29%, respectively. Thus, it appears that the most proper base for application of overhead costs in our example is machine hours because it has the strongest relationship with overhead costs.
CONSTRUCTION OF A SINGLE OVERHEAD RATE
Referring to the regression results in Table 2, "Constant" represents an estimate of the fixed portion of the overhead cost, while "X Coefficient(s)" represents an estimate of the variable rate of the overhead costs. For example, based on the regression results for machine hours, the estimated linear relationship between monthly overhead costs (OH) and machine hours (MH) can be presented by the following simple regression line: OH = $72,794 + $74.72 MH, where $72,794 is an estimate of total monthly fixed overhead costs and $74.72 is the rate for the application of variable overhead costs (i.e., $74.72 per machine hour).
	We then come to the question of how to assign the fixed portion of overhead costs to products and jobs. Often, a separate base that reflects the demands made by products and jobs on a firm's fixed resources is used to apply fixed costs to products and jobs. This base may be determined by engineering methods such as time and motion studies. In this case, there would be two rates based on two different bases for the application of overhead costs, one for fixed overhead and one for variable overhead costs. 






	TABLE 1
DATA FOR REGRESSION ANALYSIS

	
	A
	B
	C
	D

	1
	FOH
	DIR LABOR
	MACHINE
	NO. OF

	2
	COSTS
	HOURS
	HOURS
	SETUPS

	3
	155,000
	  985
	1,060
	200

	4
	160,000
	1,068
	1,080
	225

	5
	170,000
	1,095
	1,100
	250

	6
	165,000
	1,105
	1,200
	202

	7
	185,000
	1,200
	1,600
	210

	8
	135,000
	1,160
	1,100
	150

	9
	145,000
	1,145
	1,080
	165

	10
	150,000
	1,025
	1,090
	180

	11
	180,000
	1,115
	1,300
	204

	12
	175,000
	1,136
	1,400
	206

	13
	190,000
	1,185
	1,500
	208

	14
	200,000
	1,220
	1,700
	212






 (
TABLE 2
REGRESSION OUTPUT
REGRESSION RESULTS FOR OVERHEAD COSTS WITH DL HOURS
Regression Output:
Constant
919.02
Std Err of Y Est
17,267.60
R Squared
0.29
No. of Observations
12
Degrees of Freedom
10
X Coefficient(s)
148.74
Std Err of Coef.
74.35
REGRESSION RESULTS FOR OVERHEAD COSTS WITH MACHINE HOURS
Regression Output:
Constant
72,793.81
Std Err of Y Est
9,799.08
R Squared
0.77
No. of Observations
12
Degrees of Freedom
10
X Coefficient(s)
74.72
Std Err of Coef.
12.91
REGRESSION RESULTS FOR OVERHEAD COSTS WITH NUMBER OF SETUPS
Regression Output:
Constant
74,033.14
Std Err of Y Est
15,909.72
R Squared
0.39
No. of Observations
12
Degrees of Freedom
10
X Coefficient(s)
465.00
Std Err of Coef.
182.47
)CONSTRUCTION OF MULTIPLE OVERHEAD RATES
In a complex manufacturing environment, variable overhead costs may be driven by several equally important factors. Under such circumstances, the use of more than one base for the application of variable overhead costs to products and jobs results in a more accurate cost estimate. For example, the cost of one activity, material handling, may be applied to products based upon both the number of material requisitions and the number of parts per material requisition. To accommodate the use of more than one independent variable, we would need to perform a multiple regression. Thus, we can construct more than one overhead rate.
	Continuing our prior example, suppose that we want to apply overhead costs based on the two cost drivers with the strongest relationship to overhead cost—machine hours and number of setups. To perform multiple regression analysis, follow the same steps as for performance of simple regression, except that the "X-Range" will consist of the range of observations for both machine hours and number of setups.
 (
TABLE 3
MULTIPLE REGRESSION RESULTS FOR OVERHEAD COSTS WITH MACHINE HOURS AND NUMBER OF SETUPS
Regression Output:
Constant
19,796.43
Std Err of Y Est
4,951.11
R Squared
0.95
No. of Observations
12
Degrees of Freedom
9
X Coefficient(s)
65.44
322.21
Std Err of Coef.
6.74
58.66
)	Table 3 presents the results for the multiple regression. "Constant" represents an estimate of the fixed overhead cost, while "X Coefficients" represent an estimate of the variable rates of the overhead costs. For example, the estimated relationship between the overhead costs (OH) and the two driving factors, machine hours (MH) and number of setups (NS), can be expressed by the following multiple regression line: OH = $19,796.43 + $65.44 MH + $322.21 NS, where $19,796.43 is an estimate of the total monthly fixed overhead costs, and $65.44 and $322.21 are the estimated variable overhead costs per machine hour and per setup, respectively. The value of R Squared for the multiple regression line is 95%, which is greater than that of the simple regression line based solely on machine hours (77%). This fact implies that the application of variable overhead costs based on both machine hours and number of setups would result in more accurate cost estimates.


	Here, again, total fixed overhead costs may be applied to jobs and products either using a different base determined by engineering methods such as time and motion studies or using the same base as for variable overhead (machine hours and number of setups). Use of a separate base for the application of fixed costs would result in a total of three overhead rates, one for fixed overhead and two for variable overheads.
	It is important to remember that the variable overhead rates computed by regression analysis (the "X Coefficients") are estimates derived from our 12 observations. The reliability of the estimated variable overhead rates can and should be determined by computing the t-test value for each rate. The t-test value equals the "X Coefficients" over the "Std Err of Coef." As a general rule, if the absolute value of the t-test for any variable rate is greater than two, then the estimated overhead rate is considered highly reliable. Referring to Table 3, for example, the value of the t-test for the variable overhead based on machine hours is about 5.8 (74.72/12.91), which tells us that the rate can be relied upon. The overhead sites determined from regression analysis, after adjusting for expected future inflation, would be usable as long as no major change in the cost structure and manufacturing process has occurred.

RATES FOR ACTIVITY-BASED COSTING
For more accurate product costing, firms are beginning to use activity-based costing for computing overhead costs. under this system, accumulated costs for each activity are applied to products and jobs using a separate base for each activity. in a manner similar to that described above, regression analysis can be used to investigate the strength of the relationship between various activities and cost drivers in order to determine the proper base(s) and rate(s) for applying the cost of each activity to products and jobs.
	We also may use regression analysis to classify a large number of activities into a few groups (cost pools) based on common bases. Suppose that through use of simple regression analysis, we have computed the R-Squared values for the pairs of activities and cost drivers shown in Table 4. Based on the R-Squared values, we may group the five activities into two cost pools. It appears that the rincipal cause of the packaging, materials handling and storage activities costs is pounds of materials. a few groups (cost pools) based on common bases. Suppose that through use of simple regression analysis, we have computed the R-Squared values for the pairs of activities and cost drivers shown in Thus, the cost pool consisting of the accumulated costs of these three activities can be applied to products and jobs based on number of pounds of materials used. Similarly, the accumulated costs of maintenance and production scheduling, which have a high correlation with machine hours, can be applied to products and jobs based on machine hours. In this way, all costs included in each cost pool will have the same cause-and-effect relationship with the chosen cost allocation base.
	As business becomes increasingly more competitive, decision makers are demanding more accurate cost figures from cost accounting systems. For accurate costing, it is crucial that factory overhead and activity costs be applied to various products and jobs using bases that reflect principal causes of the overhead costs. Regression analysis has proved to be a practical, effective, and objective method for selecting proper cost application bases.
	In addition to its usefulness for determining proper application bases, regression analysis is a practical method for developing single or multiple overhead rates for the application of overhead costs to products and jobs. With the widespread use of spreadsheet programs, regression analysis can be performed easily.
Note: The article was edited with the author’s permission to use generic spreadsheet reference
	TABLE 4
R-SQUARED VALUES FOR VARIOUS PAIRS OF
 ACTIVITIES AND COST DRIVERS

	
	
	
	
	
	

	
	Maintenance
	Packaging
	Materials Handling
	Storage
	Production
Scheduling

	Machine 
 Hours
	.85
	.46
	.68
	.45
	.82

	Pounds of
  Material
	.38
	.88
	.90
	.75
	.43

	Labor
Hours
	.30
	.28
	.38
	.22
	.43



image1.emf
Table 1 : Sample of Orders Processed at HPI, Inc.   

Prod. Print Per unit   Setup Total

Machine Order Type Downtime Per Unit & Total Variable

Number Quantity Complexity  & Setup Runtime Downtime Runtime Cost/Unit

2 480            1 0.00229 0.04229 1.10 20.30 7.04

2 489            1 0.00014 0.04335 0.07 21.20 6.99

2 480            1 0.00542 0.04188 2.60 20.10 6.99

4 180            1 0.00389 0.04000 0.70 7.20 6.97

4 2,160         2 0.00218 0.03546 4.70 76.60 6.94

4 1,377         2 0.00225 0.04045 3.10 55.70 6.95

4 120            2 0.00417 0.04000 0.50 4.80 6.97

4 540            2 0.00259 0.04130 1.40 22.30 6.97

4 360            2 0.01417 0.04111 5.10 14.80 6.98

4 1,080         2 0.01111 0.03759 12.00 40.60 7.01

4 300            2 0.00367 0.04300 1.10 12.90 7.03

4 2,400         2 0.00458 0.03454 11.00 82.90 7.05

4 81              2 0.04568 0.04074 3.70 3.30 7.09

8 360            1 0.00222 0.04250 0.80 15.30 7.82

8 120            1 0.00167 0.04333 0.20 5.20 7.83

8 120            1 0.00667 0.04167 0.80 5.00 8.17

8 60              1 0.00833 0.04167 0.50 2.50 8.83

8 240            1 0.00792 0.04250 1.90 10.20 7.94

8 60              1 0.00500 0.04667 0.30 2.80 7.97

8 240            1 0.00083 0.05833 0.20 14.00 8.1

8 120            1 0.01833 0.04333 2.20 5.20 8.09

8 60              1 0.01833 0.04333 1.10 2.60 7.93

8 480            1 0.01063 0.04354 5.10 20.90 8.23

8 240            2 0.00542 0.04125 1.30 9.90 7.91

8 537            2 0.00466 0.04227 2.50 22.70 7.87

8 420            2 0.00595 0.04214 2.50 17.70 7.89

8 1,182         2 0.01497 0.04162 17.70 49.20 7.89

8 60              2 0.05500 0.04833 3.30 2.90 8.83

8 180            2 0.01222 0.04222 2.20 7.60 7.9

8 60              2 0.04167 0.04000 2.50 2.40 7.9

8 240            2 0.00667 0.04292 1.60 10.30 7.86

8 60              2 0.00833 0.04167 0.50 2.50 7.93

8 41              2 0.02927 0.04634 1.20 1.90 7.96

8 60              2 0.04167 0.04667 2.50 2.80 8

8 120            2 0.01167 0.04667 1.40 5.60 8.08

8 60              2 0.06167 0.04167 3.70 2.50 7.9

8 60              2 0.04333 0.04333 2.60 2.60 8

8 360            2 0.01083 0.04278 3.90 15.40 8.01

8 120            2 0.02000 0.04667 2.40 5.60 7.97

8 180            2 0.01444 0.04944 2.60 8.90 8.15

8 60              2 0.02333 0.04333 1.40 2.60 8.27

8 60              2 0.04000 0.04000 2.40 2.40 8.55

8 60              2 0.04167 0.04333 2.50 2.60 8.66

8 60              2 0.04667 0.04667 2.80 2.80 8.17

8 60              4 0.04833 0.04167 2.90 2.50 8.06

8 60              4 0.01500 0.04167 0.90 2.50 8.55

8 60              4 0.05833 0.04167 3.50 2.50 8.11

8 120            4 0.01667 0.04500 2.00 5.40 8.17

8 60              4 0.05667 0.04000 3.40 2.40 8.06

13 120            1 0.00500 0.03917 0.60 4.70 6.98

13 717            1 0.00432 0.04114 3.10 29.50 7

13 1,500         1 0.00633 0.04273 9.50 64.10 7.08

13 2,475         1 0.00909 0.03354 22.50 83.00 7.2

13 240            1 0.01000 0.04750 2.40 11.40 7.25

13 882            2 0.01780 0.03016 15.70 26.60 6.47

13 1,677         2 0.01109 0.03608 18.60 60.50 7.04

13 243            2 0.00206 0.04568 0.50 11.10 7.05
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Prod. Print Per unit   Setup Total


Machine Order Type Downtime Per Unit & Total Variable


Number Quantity Complexity  & Setup Runtime Downtime Runtime Cost/Unit


2 480            1 0.00229 0.04229 1.10 20.30 7.04


2 489            1 0.00014 0.04335 0.07 21.20 6.99


2 480            1 0.00542 0.04188 2.60 20.10 6.99


4 180            1 0.00389 0.04000 0.70 7.20 6.97


4 2,160         2 0.00218 0.03546 4.70 76.60 6.94


4 1,377         2 0.00225 0.04045 3.10 55.70 6.95


4 120            2 0.00417 0.04000 0.50 4.80 6.97


4 540            2 0.00259 0.04130 1.40 22.30 6.97


4 360            2 0.01417 0.04111 5.10 14.80 6.98


4 1,080         2 0.01111 0.03759 12.00 40.60 7.01


4 300            2 0.00367 0.04300 1.10 12.90 7.03


4 2,400         2 0.00458 0.03454 11.00 82.90 7.05


4 81              2 0.04568 0.04074 3.70 3.30 7.09


8 360            1 0.00222 0.04250 0.80 15.30 7.82


8 120            1 0.00167 0.04333 0.20 5.20 7.83


8 120            1 0.00667 0.04167 0.80 5.00 8.17


8 60              1 0.00833 0.04167 0.50 2.50 8.83


8 240            1 0.00792 0.04250 1.90 10.20 7.94


8 60              1 0.00500 0.04667 0.30 2.80 7.97


8 240            1 0.00083 0.05833 0.20 14.00 8.1


8 120            1 0.01833 0.04333 2.20 5.20 8.09


8 60              1 0.01833 0.04333 1.10 2.60 7.93


8 480            1 0.01063 0.04354 5.10 20.90 8.23


8 240            2 0.00542 0.04125 1.30 9.90 7.91


8 537            2 0.00466 0.04227 2.50 22.70 7.87


8 420            2 0.00595 0.04214 2.50 17.70 7.89


8 1,182         2 0.01497 0.04162 17.70 49.20 7.89


8 60              2 0.05500 0.04833 3.30 2.90 8.83


8 180            2 0.01222 0.04222 2.20 7.60 7.9


8 60              2 0.04167 0.04000 2.50 2.40 7.9


8 240            2 0.00667 0.04292 1.60 10.30 7.86


8 60              2 0.00833 0.04167 0.50 2.50 7.93


8 41              2 0.02927 0.04634 1.20 1.90 7.96


8 60              2 0.04167 0.04667 2.50 2.80 8


8 120            2 0.01167 0.04667 1.40 5.60 8.08


8 60              2 0.06167 0.04167 3.70 2.50 7.9


8 60              2 0.04333 0.04333 2.60 2.60 8


8 360            2 0.01083 0.04278 3.90 15.40 8.01


8 120            2 0.02000 0.04667 2.40 5.60 7.97


8 180            2 0.01444 0.04944 2.60 8.90 8.15


8 60              2 0.02333 0.04333 1.40 2.60 8.27


8 60              2 0.04000 0.04000 2.40 2.40 8.55


8 60              2 0.04167 0.04333 2.50 2.60 8.66


8 60              2 0.04667 0.04667 2.80 2.80 8.17


8 60              4 0.04833 0.04167 2.90 2.50 8.06


8 60              4 0.01500 0.04167 0.90 2.50 8.55


8 60              4 0.05833 0.04167 3.50 2.50 8.11


8 120            4 0.01667 0.04500 2.00 5.40 8.17


8 60              4 0.05667 0.04000 3.40 2.40 8.06


13 120            1 0.00500 0.03917 0.60 4.70 6.98


13 717            1 0.00432 0.04114 3.10 29.50 7


13 1,500         1 0.00633 0.04273 9.50 64.10 7.08


13 2,475         1 0.00909 0.03354 22.50 83.00 7.2


13 240            1 0.01000 0.04750 2.40 11.40 7.25


13 882            2 0.01780 0.03016 15.70 26.60 6.47


13 1,677         2 0.01109 0.03608 18.60 60.50 7.04


13 243            2 0.00206 0.04568 0.50 11.10 7.05
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SETUP-UNIT


			HPI Inc





						Prod.			Print			Per unit			 			Setup						Total


			Machine			Order			Type			Downtime			Per Unit			&			Total			Variable


			Number			Quantity			Complexity			 & Setup			Runtime			Downtime			Runtime			Cost/Unit


			2			480			1			0.00229			0.04229			1.10			20.30			7.04


			2			489			1			0.00014			0.04335			0.07			21.20			6.99


			2			480			1			0.00542			0.04188			2.60			20.10			6.99


			4			180			1			0.00389			0.04000			0.70			7.20			6.97


			4			2,160			2			0.00218			0.03546			4.70			76.60			6.94


			4			1,377			2			0.00225			0.04045			3.10			55.70			6.95


			4			120			2			0.00417			0.04000			0.50			4.80			6.97


			4			540			2			0.00259			0.04130			1.40			22.30			6.97


			4			360			2			0.01417			0.04111			5.10			14.80			6.98


			4			1,080			2			0.01111			0.03759			12.00			40.60			7.01


			4			300			2			0.00367			0.04300			1.10			12.90			7.03


			4			2,400			2			0.00458			0.03454			11.00			82.90			7.05


			4			81			2			0.04568			0.04074			3.70			3.30			7.09


			8			360			1			0.00222			0.04250			0.80			15.30			7.82


			8			120			1			0.00167			0.04333			0.20			5.20			7.83


			8			120			1			0.00667			0.04167			0.80			5.00			8.17


			8			60			1			0.00833			0.04167			0.50			2.50			8.83


			8			240			1			0.00792			0.04250			1.90			10.20			7.94


			8			60			1			0.00500			0.04667			0.30			2.80			7.97


			8			240			1			0.00083			0.05833			0.20			14.00			8.1


			8			120			1			0.01833			0.04333			2.20			5.20			8.09


			8			60			1			0.01833			0.04333			1.10			2.60			7.93


			8			480			1			0.01063			0.04354			5.10			20.90			8.23


			8			240			2			0.00542			0.04125			1.30			9.90			7.91


			8			537			2			0.00466			0.04227			2.50			22.70			7.87


			8			420			2			0.00595			0.04214			2.50			17.70			7.89


			8			1,182			2			0.01497			0.04162			17.70			49.20			7.89


			8			60			2			0.05500			0.04833			3.30			2.90			8.83


			8			180			2			0.01222			0.04222			2.20			7.60			7.9


			8			60			2			0.04167			0.04000			2.50			2.40			7.9


			8			240			2			0.00667			0.04292			1.60			10.30			7.86


			8			60			2			0.00833			0.04167			0.50			2.50			7.93


			8			41			2			0.02927			0.04634			1.20			1.90			7.96


			8			60			2			0.04167			0.04667			2.50			2.80			8


			8			120			2			0.01167			0.04667			1.40			5.60			8.08


			8			60			2			0.06167			0.04167			3.70			2.50			7.9


			8			60			2			0.04333			0.04333			2.60			2.60			8


			8			360			2			0.01083			0.04278			3.90			15.40			8.01


			8			120			2			0.02000			0.04667			2.40			5.60			7.97


			8			180			2			0.01444			0.04944			2.60			8.90			8.15


			8			60			2			0.02333			0.04333			1.40			2.60			8.27


			8			60			2			0.04000			0.04000			2.40			2.40			8.55


			8			60			2			0.04167			0.04333			2.50			2.60			8.66


			8			60			2			0.04667			0.04667			2.80			2.80			8.17


			8			60			4			0.04833			0.04167			2.90			2.50			8.06


			8			60			4			0.01500			0.04167			0.90			2.50			8.55


			8			60			4			0.05833			0.04167			3.50			2.50			8.11


			8			120			4			0.01667			0.04500			2.00			5.40			8.17


			8			60			4			0.05667			0.04000			3.40			2.40			8.06


			13			120			1			0.00500			0.03917			0.60			4.70			6.98


			13			717			1			0.00432			0.04114			3.10			29.50			7


			13			1,500			1			0.00633			0.04273			9.50			64.10			7.08


			13			2,475			1			0.00909			0.03354			22.50			83.00			7.2


			13			240			1			0.01000			0.04750			2.40			11.40			7.25


			13			882			2			0.01780			0.03016			15.70			26.60			6.47


			13			1,677			2			0.01109			0.03608			18.60			60.50			7.04


			13			243			2			0.00206			0.04568			0.50			11.10			7.05











			Dependent Variable:  Per Unit Set-up Time plus Downtime





			Regression Statistics


			Multiple R			0.6031890263


			R Square			0.3638370015


			Adjusted R Square			0.3278277752


			Standard Error			0.0144065656


			Observations			57


			ANOVA


						df			SS			MS			F			Significance F


			Regression			3			0.0062912255			0.0020970752			10.1039938528			0.0000228232


			Residual			53			0.0110001041			0.0002075491


			Total			56			0.0172913296





						Coefficients			Standard Error			t Stat			P-value			Lower 95%			Upper 95%			Lower 95.0%			Upper 95.0%


			Intercept			-0.0032048663			0.0073755738			-0.4345243318			0.6656717782			-0.0179983869			0.0115886543			-0.0179983869			0.0115886543


			Number			0.0006669798			0.000671082			0.9938872099			0.3247938909			-0.0006790396			0.0020129992			-0.0006790396			0.0020129992


			Quantity			-0.0000086856			0.0000032775			-2.6500754021			0.0105847257			-0.0000152595			-0.0000021118			-0.0000152595			-0.0000021118


			Complexity			0.0103252647			0.0023773435			4.343194306			0.0000636953			0.0055569198			0.0150936096			0.0055569198			0.0150936096








SETUP-TOT





						Prod.			Print			 			Per unit			 						Total


			Machine			Order			Type			Downtime			Downtime			Per Unit			Total			Variable


			Number			Quantity			Complexity			 & Setup			 & Setup			Runtime			Runtime			Cost/Unit


			2			480			1			1.100			0.002			0.042			20.300			7.04


			2			489			1			0.070			0.000			0.043			21.200			6.99


			2			480			1			2.600			0.005			0.042			20.100			6.99


			4			180			1			0.700			0.004			0.040			7.200			6.97


			4			2160			2			4.700			0.002			0.035			76.600			6.94


			4			1377			2			3.100			0.002			0.040			55.700			6.95


			4			120			2			0.500			0.004			0.040			4.800			6.97


			4			540			2			1.400			0.003			0.041			22.300			6.97


			4			360			2			5.100			0.014			0.041			14.800			6.98


			4			1080			2			12.000			0.011			0.038			40.600			7.01


			4			300			2			1.100			0.004			0.043			12.900			7.03


			4			2400			2			11.000			0.005			0.035			82.900			7.05


			4			81			2			3.700			0.046			0.041			3.300			7.09


			8			360			1			0.800			0.002			0.043			15.300			7.82


			8			120			1			0.200			0.002			0.043			5.200			7.83


			8			120			1			0.800			0.007			0.042			5.000			8.17


			8			60			1			0.500			0.008			0.042			2.500			8.83


			8			240			1			1.900			0.008			0.043			10.200			7.94


			8			60			1			0.300			0.005			0.047			2.800			7.97


			8			240			1			0.200			0.001			0.058			14.000			8.1


			8			120			1			2.200			0.018			0.043			5.200			8.09


			8			60			1			1.100			0.018			0.043			2.600			7.93


			8			480			1			5.100			0.011			0.044			20.900			8.23


			8			240			2			1.300			0.005			0.041			9.900			7.91


			8			537			2			2.500			0.005			0.042			22.700			7.87


			8			420			2			2.500			0.006			0.042			17.700			7.89


			8			1182			2			17.700			0.015			0.042			49.200			7.89


			8			60			2			3.300			0.055			0.048			2.900			8.83


			8			180			2			2.200			0.012			0.042			7.600			7.9


			8			60			2			2.500			0.042			0.040			2.400			7.9


			8			240			2			1.600			0.007			0.043			10.300			7.86


			8			60			2			0.500			0.008			0.042			2.500			7.93


			8			41			2			1.200			0.029			0.046			1.900			7.96


			8			60			2			2.500			0.042			0.047			2.800			8


			8			120			2			1.400			0.012			0.047			5.600			8.08


			8			60			2			3.700			0.062			0.042			2.500			7.9


			8			60			2			2.600			0.043			0.043			2.600			8


			8			360			2			3.900			0.011			0.043			15.400			8.01


			8			120			2			2.400			0.020			0.047			5.600			7.97


			8			180			2			2.600			0.014			0.049			8.900			8.15


			8			60			2			1.400			0.023			0.043			2.600			8.27


			8			60			2			2.400			0.040			0.040			2.400			8.55


			8			60			2			2.500			0.042			0.043			2.600			8.66


			8			60			2			2.800			0.047			0.047			2.800			8.17


			8			60			4			2.900			0.048			0.042			2.500			8.06


			8			60			4			0.900			0.015			0.042			2.500			8.55


			8			60			4			3.500			0.058			0.042			2.500			8.11


			8			120			4			2.000			0.017			0.045			5.400			8.17


			8			60			4			3.400			0.057			0.040			2.400			8.06


			13			120			1			0.600			0.005			0.039			4.700			6.98


			13			717			1			3.100			0.004			0.041			29.500			7


			13			1500			1			9.500			0.006			0.043			64.100			7.08


			13			2475			1			22.500			0.009			0.034			83.000			7.2


			13			240			1			2.400			0.010			0.048			11.400			7.25


			13			882			2			15.700			0.018			0.030			26.600			6.47


			13			1677			2			18.600			0.011			0.036			60.500			7.04


			13			243			2			0.500			0.002			0.046			11.100			7.05








			SUMMARY OUTPUT





			Regression Statistics


			Multiple R			0.8133409354


			R Square			0.6615234773


			Adjusted R Square			0.6423644288


			Standard Error			2.8716058498


			Observations			57


			ANOVA


						df			SS			MS			F			Significance F


			Regression			3			854.1659194102			284.7219731367			34.5279922829			0


			Residual			53			437.0443683091			8.2461201568


			Total			56			1291.2102877193





						Coefficients			Standard Error			t Stat			P-value			Lower 95%			Upper 95%			Lower 95.0%			Upper 95.0%


			Intercept			-4.0151600962			1.4701450294			-2.731131974			0.0085525021			-6.9638962052			-1.0664239872			-6.9638962052			-1.0664239872


			Number			0.466290305			0.1337642186			3.4859120768			0.0009935425			0.1979933863			0.7345872238			0.1979933863			0.7345872238


			Quantity			0.0061638608			0.0006532929			9.4350640815			0			0.0048535217			0.0074741999			0.0048535217			0.0074741999


			Complexity			0.7987089175			0.4738668208			1.6855134871			0.0977692784			-0.1517471105			1.7491649455			-0.1517471105			1.7491649455








RUN-UNIT





						Prod.			Print			 			 			Per unit						Total


			Machine			Order			Type			Per Unit			Downtime			Downtime			Total			Variable


			Number			Quantity			Complexity			Runtime			 & Setup			 & Setup			Runtime			Cost/Unit


			2			480			1			0.042			1.100			0.002			20.300			7.04


			2			489			1			0.043			0.070			0.000			21.200			6.99


			2			480			1			0.042			2.600			0.005			20.100			6.99


			4			180			1			0.040			0.700			0.004			7.200			6.97


			4			2160			2			0.035			4.700			0.002			76.600			6.94


			4			1377			2			0.040			3.100			0.002			55.700			6.95


			4			120			2			0.040			0.500			0.004			4.800			6.97


			4			540			2			0.041			1.400			0.003			22.300			6.97


			4			360			2			0.041			5.100			0.014			14.800			6.98


			4			1080			2			0.038			12.000			0.011			40.600			7.01


			4			300			2			0.043			1.100			0.004			12.900			7.03


			4			2400			2			0.035			11.000			0.005			82.900			7.05


			4			81			2			0.041			3.700			0.046			3.300			7.09


			8			360			1			0.043			0.800			0.002			15.300			7.82


			8			120			1			0.043			0.200			0.002			5.200			7.83


			8			120			1			0.042			0.800			0.007			5.000			8.17


			8			60			1			0.042			0.500			0.008			2.500			8.83


			8			240			1			0.043			1.900			0.008			10.200			7.94


			8			60			1			0.047			0.300			0.005			2.800			7.97


			8			240			1			0.058			0.200			0.001			14.000			8.1


			8			120			1			0.043			2.200			0.018			5.200			8.09


			8			60			1			0.043			1.100			0.018			2.600			7.93


			8			480			1			0.044			5.100			0.011			20.900			8.23


			8			240			2			0.041			1.300			0.005			9.900			7.91


			8			537			2			0.042			2.500			0.005			22.700			7.87


			8			420			2			0.042			2.500			0.006			17.700			7.89


			8			1182			2			0.042			17.700			0.015			49.200			7.89


			8			60			2			0.048			3.300			0.055			2.900			8.83


			8			180			2			0.042			2.200			0.012			7.600			7.9


			8			60			2			0.040			2.500			0.042			2.400			7.9


			8			240			2			0.043			1.600			0.007			10.300			7.86


			8			60			2			0.042			0.500			0.008			2.500			7.93


			8			41			2			0.046			1.200			0.029			1.900			7.96


			8			60			2			0.047			2.500			0.042			2.800			8


			8			120			2			0.047			1.400			0.012			5.600			8.08


			8			60			2			0.042			3.700			0.062			2.500			7.9


			8			60			2			0.043			2.600			0.043			2.600			8


			8			360			2			0.043			3.900			0.011			15.400			8.01


			8			120			2			0.047			2.400			0.020			5.600			7.97


			8			180			2			0.049			2.600			0.014			8.900			8.15


			8			60			2			0.043			1.400			0.023			2.600			8.27


			8			60			2			0.040			2.400			0.040			2.400			8.55


			8			60			2			0.043			2.500			0.042			2.600			8.66


			8			60			2			0.047			2.800			0.047			2.800			8.17


			8			60			4			0.042			2.900			0.048			2.500			8.06


			8			60			4			0.042			0.900			0.015			2.500			8.55


			8			60			4			0.042			3.500			0.058			2.500			8.11


			8			120			4			0.045			2.000			0.017			5.400			8.17


			8			60			4			0.040			3.400			0.057			2.400			8.06


			13			120			1			0.039			0.600			0.005			4.700			6.98


			13			717			1			0.041			3.100			0.004			29.500			7


			13			1500			1			0.043			9.500			0.006			64.100			7.08


			13			2475			1			0.034			22.500			0.009			83.000			7.2


			13			240			1			0.048			2.400			0.010			11.400			7.25


			13			882			2			0.030			15.700			0.018			26.600			6.47


			13			1677			2			0.036			18.600			0.011			60.500			7.04


			13			243			2			0.046			0.500			0.002			11.100			7.05








			Dependetn Variable: Per unit Runtime





			Regression Statistics


			Multiple R			0.5898536132


			R Square			0.347927285


			Adjusted R Square			0.3110175086


			Standard Error			0.0034272977


			Observations			57


			ANOVA


						df			SS			MS			F			Significance F


			Regression			3			0.0003321789			0.0001107263			9.4264262646			0.0000430385


			Residual			53			0.0006225576			0.0000117464


			Total			56			0.0009547365





						Coefficients			Standard Error			t Stat			P-value			Lower 95%			Upper 95%			Lower 95.0%			Upper 95.0%


			Intercept			0.045557122			0.0017546366			25.9638503771			8.20907799151793E-32			0.0420377683			0.0490764756			0.0420377683			0.0490764756


			Number			0.000023785			0.0001596493			0.1489830388			0.8821324615			-0.0002964307			0.0003440008			-0.0002964307			0.0003440008


			Quantity			-0.0000040961			0.0000007797			-5.2533623094			0.0000027049			-0.00000566			-0.0000025322			-0.00000566			-0.0000025322


			Complexity			-0.0008910577			0.000565566			-1.575514899			0.1210886105			-0.0020254389			0.0002433235			-0.0020254389			0.0002433235








RUN-TOT





						Prod.			Print						 			 			Per unit			Total


			Machine			Order			Type			Total			Per Unit			Downtime			Downtime			Variable


			Number			Quantity			Complexity			Runtime			Runtime			 & Setup			 & Setup			Cost/Unit


			2			480			1			20.300			0.042			1.100			0.002			7.04


			2			489			1			21.200			0.043			0.070			0.000			6.99


			2			480			1			20.100			0.042			2.600			0.005			6.99


			4			180			1			7.200			0.040			0.700			0.004			6.97


			4			2160			2			76.600			0.035			4.700			0.002			6.94


			4			1377			2			55.700			0.040			3.100			0.002			6.95


			4			120			2			4.800			0.040			0.500			0.004			6.97


			4			540			2			22.300			0.041			1.400			0.003			6.97


			4			360			2			14.800			0.041			5.100			0.014			6.98


			4			1080			2			40.600			0.038			12.000			0.011			7.01


			4			300			2			12.900			0.043			1.100			0.004			7.03


			4			2400			2			82.900			0.035			11.000			0.005			7.05


			4			81			2			3.300			0.041			3.700			0.046			7.09


			8			360			1			15.300			0.043			0.800			0.002			7.82


			8			120			1			5.200			0.043			0.200			0.002			7.83


			8			120			1			5.000			0.042			0.800			0.007			8.17


			8			60			1			2.500			0.042			0.500			0.008			8.83


			8			240			1			10.200			0.043			1.900			0.008			7.94


			8			60			1			2.800			0.047			0.300			0.005			7.97


			8			240			1			14.000			0.058			0.200			0.001			8.1


			8			120			1			5.200			0.043			2.200			0.018			8.09


			8			60			1			2.600			0.043			1.100			0.018			7.93


			8			480			1			20.900			0.044			5.100			0.011			8.23


			8			240			2			9.900			0.041			1.300			0.005			7.91


			8			537			2			22.700			0.042			2.500			0.005			7.87


			8			420			2			17.700			0.042			2.500			0.006			7.89


			8			1182			2			49.200			0.042			17.700			0.015			7.89


			8			60			2			2.900			0.048			3.300			0.055			8.83


			8			180			2			7.600			0.042			2.200			0.012			7.9


			8			60			2			2.400			0.040			2.500			0.042			7.9


			8			240			2			10.300			0.043			1.600			0.007			7.86


			8			60			2			2.500			0.042			0.500			0.008			7.93


			8			41			2			1.900			0.046			1.200			0.029			7.96


			8			60			2			2.800			0.047			2.500			0.042			8


			8			120			2			5.600			0.047			1.400			0.012			8.08


			8			60			2			2.500			0.042			3.700			0.062			7.9


			8			60			2			2.600			0.043			2.600			0.043			8


			8			360			2			15.400			0.043			3.900			0.011			8.01


			8			120			2			5.600			0.047			2.400			0.020			7.97


			8			180			2			8.900			0.049			2.600			0.014			8.15


			8			60			2			2.600			0.043			1.400			0.023			8.27


			8			60			2			2.400			0.040			2.400			0.040			8.55


			8			60			2			2.600			0.043			2.500			0.042			8.66


			8			60			2			2.800			0.047			2.800			0.047			8.17


			8			60			4			2.500			0.042			2.900			0.048			8.06


			8			60			4			2.500			0.042			0.900			0.015			8.55


			8			60			4			2.500			0.042			3.500			0.058			8.11


			8			120			4			5.400			0.045			2.000			0.017			8.17


			8			60			4			2.400			0.040			3.400			0.057			8.06


			13			120			1			4.700			0.039			0.600			0.005			6.98


			13			717			1			29.500			0.041			3.100			0.004			7


			13			1500			1			64.100			0.043			9.500			0.006			7.08


			13			2475			1			83.000			0.034			22.500			0.009			7.2


			13			240			1			11.400			0.048			2.400			0.010			7.25


			13			882			2			26.600			0.030			15.700			0.018			6.47


			13			1677			2			60.500			0.036			18.600			0.011			7.04


			13			243			2			11.100			0.046			0.500			0.002			7.05








			SUMMARY OUTPUT





			Regression Statistics


			Multiple R			0.9939080527


			R Square			0.9878532173


			Adjusted R Square			0.9871656635


			Standard Error			2.4114279232


			Observations			57


			ANOVA


						df			SS			MS			F			Significance F


			Regression			3			25064.3009023898			8354.7669674633			1436.7650992574			1.01347771792364E-50


			Residual			53			308.1941853296			5.8149846289


			Total			56			25372.4950877193





						Coefficients			Standard Error			t Stat			P-value			Lower 95%			Upper 95%			Lower 95.0%			Upper 95.0%


			Intercept			3.3734494717			1.2345527069			2.7325277025			0.0085208836			0.8972514963			5.8496474471			0.8972514963			5.8496474471


			Number			-0.0852172344			0.1123283587			-0.7586439913			0.4514262199			-0.3105192832			0.1400848145			-0.3105192832			0.1400848145


			Quantity			0.0354898617			0.000548602			64.6914496404			4.11127178979613E-52			0.0343895059			0.0365902175			0.0343895059			0.0365902175


			Complexity			-0.6220970941			0.397929153			-1.5633363112			0.1239254177			-1.4202415211			0.176047333			-1.4202415211			0.176047333











image2.emf
Graduation % of Children in

Rate (%) Poverty

Alabama 68 21

Alaska 64 8

Arizona 85 20

Arkansas 76 21

California 75 18

Colorado 77 14

Connecticut 81 10

Delaware 73 13

District of Columbia 73 33

Florida 65 16

Georgia 62 20

Hawaii 75 9

Idaho 81 11

Illinois 79 15

Indiana 74 17

Iowa 87 14

Kansas 79 18

Kentucky 76 22

Lousiana 64 24

Maine 79 13

Maryland 79 10

Massachusetts 79 13

Michigan 73 17

Minnesota 86 10

Mississippi 63 31

Missouri 81 19

Montana 81 17

Nebraska 88 13

Nevada 56 13

New Hampshire 80 5

New jersey 85 9

New Mexico 66 21

New York 65 20

North Carolina 73 20

North Dakota 86 14

Ohio 80 18

Oklahoma 77 20

Oregon 76 16

Pennsylvania 83 16

Rhode Island 78 16

South Carolina 60 19

South Dakota 82 15

Tennessee 69 20

Texas 74 23

Utah 84 10

Vermont 87 7

Virginia 80 13

Washington 75 10

West Virginia 77 22

Wisconsin 87 15

Wyoming 77 11
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				Graduation		% of Children in

				Rate (%)		Poverty

		Alabama		68		21

		Alaska		64		8

		Arizona		85		20

		Arkansas		76		21

		California		75		18

		Colorado		77		14

		Connecticut		81		10

		Delaware		73		13

		District of Columbia		73		33

		Florida		65		16

		Georgia		62		20

		Hawaii		75		9

		Idaho		81		11

		Illinois		79		15

		Indiana		74		17

		Iowa		87		14

		Kansas		79		18

		Kentucky		76		22

		Lousiana		64		24

		Maine		79		13

		Maryland		79		10

		Massachusetts		79		13

		Michigan		73		17

		Minnesota		86		10

		Mississippi		63		31

		Missouri		81		19

		Montana		81		17

		Nebraska		88		13

		Nevada		56		13

		New Hampshire		80		5

		New jersey		85		9

		New Mexico		66		21

		New York		65		20

		North Carolina		73		20

		North Dakota		86		14

		Ohio		80		18

		Oklahoma		77		20

		Oregon		76		16

		Pennsylvania		83		16

		Rhode Island		78		16

		South Carolina		60		19

		South Dakota		82		15

		Tennessee		69		20

		Texas		74		23

		Utah		84		10

		Vermont		87		7

		Virginia		80		13

		Washington		75		10

		West Virginia		77		22

		Wisconsin		87		15

		Wyoming		77		11





Regression

		SUMMARY OUTPUT



		Regression Statistics

		Multiple R		0.4156692548

		R Square		0.1727809294

		Adjusted R Square		0.1558989075

		Standard Error		7.1517291533

		Observations		51

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		523.4720102643		523.4720102643		10.2346111699		0.0024178461

		Residual		49		2506.2142642455		51.1472298826

		Total		50		3029.6862745098



				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		85.3753287414		3.073757551		27.775557221		1.20941755477262E-31		79.1983817982		91.5522756846		79.1983817982		91.5522756846

		Poverty		-0.5782216656		0.1807418347		-3.1991578845		0.0024178461		-0.9414359742		-0.2150073571		-0.9414359742		-0.2150073571
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BYU

		Semester		Courses listed		Sections taught		Students enrolled		Total Costs

		Fall 00		2,670		7,065		28,874		$117,160,456

		Winter 01		2,670		6,775		29,091		$117,352,268

		Fall 01		2,628		6,232		28,621		$115,928,777

		Winter 02		2,678		6,833		27,310		$116,889,599

		Fall 02		2,752		6,215		27,126		$117,622,521

		Winter 03		2,788		5,819		28,196		$118,083,424

		Fall 03		2,791		5,793		27,309		$118,377,586

		Winter 04		2,780		6,398		28,602		$118,591,407

		Fall 04		2,788		7,158		29,373		$119,002,174

		Winter 05		2,797		6,563		30,747		$120,042,361

		Fall 05		2,677		7,045		29,191		$120,335,311

		Winter 06		2,814		7,054		29,093		$122,635,639

		Fall 06		2,632		7,062		28,912		$122,954,610

		Winter 07		2,662		7,155		29,194		$123,192,014

		Fall 07		2,782		7,148		29,243		$123,683,762

		Winter 08		3,056		7,252		28,928		$125,508,964

		Fall 08		2,844		7,157		29,227		$125,798,899

		Winter 09		2,830		7,384		29,256		$126,856,310

		Fall 09		2,746		7,142		29,197		$127,291,099

		Winter 10		2,814		7,141		29,195		$127,600,050

		Fall 10		3,030		7,521		29,374		$127,352,245

		Winter 11		2,820		7,258		32,227		$128,577,777

		Fall 11		2,817		7,249		31,263		$128,408,000

		Winter 12		2,876		7,142		29,197		$129,436,179





BYU Output

		Regression Statistics

		Multiple R		0.5835

		R Square		0.3405

		Adjusted R Square		0.3105

		Standard Error		$   3,719,841

		Observations		24

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		157187295641949		157187295641949		11.3597460593		0.0027592089

		Residual		22		304418821167433		13837219143974.2

		Total		23		461606116809381

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 90.0%		Upper 90.0%

		Intercept		$   54,824,444		$   20,077,314		2.73		0.0122		$   13,186,598		$   96,462,290		$   20,348,800		$   89,300,087

		Students enrolled		$   2,323		$   689		3.37		0.0028		$   893		$   3,752		$   1,139		$   3,506

		Regression Statistics

		Multiple R		0.7063

		R Square		0.4989

		Adjusted R Square		0.4761

		Standard Error		$   3,242,531

		Observations		24

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		230297888634679		230297888634679		21.9039054077		0.0001146059

		Residual		22		231308228174703		10514010371577.4

		Total		23		461606116809381

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 90.0%		Upper 90.0%

		Intercept		$   76,631,093		$   9,811,324		7.81		0.0000		$   56,283,632		$   96,978,555		$   59,783,636		$   93,478,550

		Sections taught		$   6,641		$   1,419		4.68		0.0001		$   3,698		$   9,584		$   4,205		$   9,078

		Regression Statistics

		Multiple R		0.5775

		R Square		0.3335

		Adjusted R Square		0.3032

		Standard Error		$   3,739,627

		Observations		24

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		153940300645854		153940300645854		11.0076792295		0.00312726

		Residual		22		307665816163528		13984809825614.9

		Total		23		461606116809381

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 90.0%		Upper 90.0%

		Intercept		$   55,592,702		$   20,164,166		2.76		0.0115		$   13,774,736		$   97,410,668		$   20,967,921		$   90,217,483

		Courses listed		$   24,040		$   7,246		3.32		0.0031		$   9,013		$   39,066		$   11,598		$   36,482

		Regression Statistics

		Multiple R		0.8273

		R Square		0.6845

		Adjusted R Square		0.6371

		Standard Error		$   2,698,662

		Observations		24

		ANOVA

				df		SS		MS		F		Significance F

		Regression		3		315950558093341		105316852697780		14.4610825191		0.0000305697

		Residual		20		145655558716041		7282777935802.04

		Total		23		461606116809381

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 90.0%		Upper 90.0%

		Intercept		$   19,464,902		$   18,869,075		1.03		0.3146		$   (19,895,281)		$   58,825,085		$   (13,078,932)		$   52,008,736

		Courses listed		$   15,778		$   5,529		2.85		0.0098		$   4,245		$   27,311		$   6,243		$   25,314

		Sections taught		$   4,159		$   1,451		2.87		0.0096		$   1,132		$   7,186		$   1,656		$   6,662

		Students enrolled		$   1,045		$   596		1.75		0.0948		$   (198)		$   2,287		$   17		$   2,072
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