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Some Results

1. The ring (Zm,+m,×m) is an integral domain if and only if m is a prime.

2. Division (except by zero) is possible and is unique in any field.

3. Any finite integral domain D is a field.
Proof. The nonzero elements of D form a finite monoid (D∗, .) in
which right translations r(x) = xb and left translations `(x) = ax are
all one-one. But by finiteness, this implies that they are all bijections,
so that ax = xa = 1 for some x ∈ D∗. Hence each (nonzero) a ∈ D∗

has an inverse in D∗. Hence D is a field.

In any field, the (unique) solution x of bx = a(b 6= 0) is denoted by a/b
(read “the quotient of a by b”) and we have result 4.

4. In any field, quotients obey the following laws (for b 6= 0, d 6= 0):

(i) (a/b) = (c/d) if and only if ad = bc.

(ii) (a/b)± (c/d) = (ad± bc)/(bd).

(iii) (a/b)(c/d) = (ac/bd).

(iv) (a/b) + (−a/b) = 0.

(v) (a/b)(b/a) = 1 if a, b 6= 0.

The unital subring. In any nontrivial ring R, every subring contains the
unity 1 of R (the trivial ring is the ring {0} in which 1 = 0). Now consider the
additive subgroup U of the group (R,+) generated by 1 in the commutative
group (R,+). This subgroup consists of all “multiples” of 1. Since 1 6= 0, in
order is atleast 2. Note that

n1 = 1 + · · ·+ 1︸ ︷︷ ︸
n times

(−n)1 = −(n1) = n(1)
01 = 0
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Extension of fields. If F is isomorphic to a subfield of a field G, then G is
called an extension of F . Thus the extension of a given field F corresponds
to the monomorphisms from F into larger fields. The complex field C is an
extension of the real field R, and R is an extension of the rational field Q.
Every field F is an extension of its initial subfield (prime subfield) hence it
is an extension of Q if its characteristic is ∞ or some Zp, it its characteristic
is finite.

Finite fields. By definition, a finite field is a field having a finite number of
elements. Such a field must have some (finite) prime characteristic p. Hence,
its order must be some power q = pn of the prime p. Every finite field has
prime-power order. Finite fields are also called Galois fields. We suppose
G = GF (pn) is a given field of prime-power order q = pm. We have a few
results. We state them without proof.

1. Every element x of G = GF (pn) satisfies the polynomial equation xq =
x, where q = pn.

2. For any xi ∈ G, (x− xi)/(xq − x) in the polynomial ring G[x].

3. In G = GF (q), q = pn, xq − x =
∏
xi∈G

(x− xi)

4. In a finite field GF (pn), the multiplicative group G∗ of all non zero
elements is cyclic.

5. Any finite field of characteristic p is a simple algebraic extension of Zp.

When we consider finite fields, we see that any finite field G has some finite
characteristic p. Hence it is an extension on Zp of some finite degree n. Since
the general element of G can be considered as an n-vector x − (x1, . . . , xn)
with arbitrary components xi ∈ Zp, it follows that every finite field has
prime-power order pn = q.

Reference : G. Birkhoff and T.C. Bartee, Modern Applied Algebra, McGraw-
Hill, 1970.
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Definition. Direct product: If (V1, ∗1,#1, . . . ), (V2, ∗2,#2, . . . ), . . . ,
(Vn, ∗n,#n, . . . ) are algebraic systems of the same kind, the direct product
of these systems is V = V1 × V2 × · · · × Vn, with operations defined below.
The elements of V are n-tuples of the form (a1, . . . , an) where ak ∈ Vk,
k = 1, . . . , n. The systems V1, V2, . . . , Vn are called the factors of V . There
are as many operations on V as there are on the factors. Each of these
operations is defined componentwise. For example, if
(a1, . . . , an), (b1, . . . , bn) ∈ V
(a1, . . . , an) ∗ (b1, . . . , bn) = (a1 ∗1 b1, a2 ∗2 b2, . . . , an ∗n bn)
(a1, . . . , an)#(b1, . . . , bn) = (a1#1b1, a2#2b2, . . . , an#nbn)
On notation, if two or more consecutive factors in a direct product are
identical, it is common to combine them using exponential notation. For
example, Z×Z×R can be written Z2×R and R×R×R×R can be written
R4.

A direct product of algebraic systems is not always an algebraic system
of the same type as its factors. This is due to the fact that certain axioms
that are true for the factors may not be true for the set of n-tuples. However,
this situation does not occur with group.

Theorem. The direct product of two or more groups is a group.
Proof. We will only present the proof of this theorem for the direct product
of two groups. The proof can easily be extended to the direct product of n
groups.

Stating that the direct product of two groups is a short way of saying that
if [G1; ∗1] and [G2; ∗2] are groups, then [G1 ×G2; ∗] is also a group, where *
is the componentwise operation on G1 ×G2.
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Associativity of * : if a, b, c ∈ G1 ×G2,

a ∗ (b ∗ c) = (a1, a2) ∗ ((b1, b2) ∗ (c1, c2))

= (a1, a2) ∗ (b1 ∗1 c1, b2 ∗2 c2)
= (a1 ∗1 (b1 ∗1 c1)a2 ∗2 (b2 ∗2 c2))
= ((a1 ∗1 b1) ∗1 c1, (a2 ∗2 b2) ∗2 c2)
= (a1 ∗1 b1, a2 ∗2 b2) ∗ (c1, c2)

= ((a1, a2) ∗ (b1, b2)) ∗ (c1, c2)

= (a ∗ b) ∗ c.

An identity for *: As one might expect, if e1 and e2 are identities for G1 and
G2, respectively, then e = (e1, e2) is the identity for G1×G2. If a ∈ G1×G2,

a ∗ e = (a1, a2) ∗ (e1, e2)

= (a1 ∗1 e1, a2 ∗2 e2)
= (a1, a2)

= a.

Similarly, e ∗ a = a.
Inverses in G1×G2: The inverse of an element is determined componentwise:
a−1 = (a1, a2)

−1 = (a−1
1 , a−1

2 ). To verify, we compute a ∗ a−1:

a ∗ a−1 = (a1, a2) ∗ (a−1
1 , a−1

2 )

= (a1 ∗1 a−1
1 , a2 ∗2 a−1

2 )

= (e1, e2)

= e.

Similarly, a−1 ∗ a = e.
Example.

(a) If n ≥ 2, Zn
2 , the direct product of n factors of Z2 is a group with

2n elements. We will take a closer look at Z3
2 = Z2 × Z2 × Z2. The

elements of this group are triples of zeros and ones. Since the operation
on Z2 is +2, we will use the symbol + for the operation on Z3

2 . Two of
the eight triples in the group are a = (1, 0, 1) and b = (0, 0, 1). Their
“sum” is a+ b = (1 +2 0, 0 +2 0, 1 +2 1) = (1, 0, 0). One interesting fact
about this group is that each element is its own inverse. For example
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a + a = (1, 0, 1) + (1, 0, 1) = (0, 0, 0); therefore −a = a. We use the
additive notation for the inverse of a because we are using a form of
addition. Note that {(0, 0, 0), (1, 0, 1)} is a subgroup of Z3

2 . Write
out the “addition” table for this set. The same canbe said for any set
consisting of (0, 0, 0) and another element of Z3

2 .

(b) The direct product of the positive real numbers with the integers
modulo 4, R+ × Z4 is an infinite group since one of its factors is
infinite. The operations on the factors are multiplication and modular
addition, so we will select the neutral symbol # for the operation on
R+ × Z4. If a = (4, 3) and b = (0.5, 2), then a#b = (4, 3)#(0.5, 2) =
(4 × 0.5, 3 +4 2) = (2, 1), b2 = b#b = (0.5, 2)#(0.5, 2) = (0.25, 0),
a−1 = (4−1,−3) = (0.25, 1) and b−1 = (0.5−1,−2) = (2, 2).

It would be incorrect to say that Z4 is a subgroup of R+ × Z4, but
there is a subgroup of the direct product that closely resembles Z4. It
is {(1, 0), (1, 1), (1, 2), (1, 3)}. It’s table is

# (1, 0) (1, 1) (1, 2) (1, 3)
(1, 0) (1, 0) (1, 1) (1, 2) (1, 3)
(1, 1) (1, 1) (1, 2) (1, 3) (1, 0)
(1, 2) (1, 2) (1, 3) (1, 0) (1, 1)
(1, 3) (1, 3) (1, 0) (1, 1) (1, 2)

Imagine erasing (1, ) throughout the table and writing +4 in place of
#. What would you get? You will get (Z4,+4).

Theorem. If G = G1 × G2 × · · · × Gn is a direct product of n groups and
(a1, a2, . . . , an) ∈ G, then:

(a) (a1, a2, . . . , an)−1 = (a−1
1 , a−1

2 , . . . , a−1
n ).

(b) (a1, a2, . . . , an)m = (am1 , a
m
2 , . . . , a

m
n ).

(c) The identity of G is (e1, e2, . . . , en), where ei is the identity of Gi.

(d) G is abelian if and only if each of the factors G1, . . . , Gn is abelian.

(e) If H1, H2, . . . , Hn are subgroups of the corresponding factors, then H1×
H2 × · · · ×Hn is a subgroup of G.
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Not all subgroups of a direct product are obtained like this. For example,
{(n, n) : n ∈ Z} is a subgroup of Z2, but is not a direct product of two
subgroups of Z.

Direct Products of Rings
Let R1, R2, . . . , Rn be rings under the operations of +1,+2, . . . ,+n and
·1, ·2, . . . , ·n respectively. Let

P = n
× i=1Ri

and
a = (a1, a2, . . . , an), b = (b1, b2, . . . , bn) ∈ P.

We see that P is an abelian group under the operation of componentwise
addition:

a + b = (a1 +1 b1, a2 +2 b2, . . . , an +n bn).

We also define multiplication on P componentwise:

ab = (a1 ·1 b1, a2 ·2 b2, . . . , an ·n bn).

To show that P is a ring under the above operations, we need only show
that the (multiplicative) associative law and the distributive laws hold. This
is indeed the case. Details are left as exercise. If each of the rings Ri is
commutative, then P is commutative, and if each of the Ri contains unity,
then P is a ring with unity which is the n-tuple consisting of the unities of
each of the Ri’s.

Example. Since [Z4; +4,×4] and [Z3,+3,×3] are rings, then Z4 × Z3 is a
ring, where for example,

(2, 1) + (2, 2) = (2 +4 2, 1 +3 2) = (0, 0)

and
(3, 2)(2, 2) = (3 +4 2, 2 +3 2) = (2, 1).

To determine the unity, if it exists, in the ring Z4×Z3, we look for the element
(m,n) such that for all elements (x, y) ∈ Z4 × Z3, (x, y) = (x, y)(m,n) =
(m,n)(x, y), or, equivalently, (x ×4 m, y ×3 n) = (m ×4 x, n ×3 y) = (x, y).
So we want m such that x ×4 m = m ×4 x = x in the ring Z. The only
element m in Z4 that satisfies this equation is the element m = 1. Similarly,
we obtain a value of 1 for n. So the unity of Z4 × Z3, which is unique, is
(1, 1). We leave to the reader to verify that this ring is commutative.

Hence, products of rings are analogous to products of groups.
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1. Consider a (m,n) code and let r = n−m

(a) Given an encoding matrix G, show that there exists a parity-check
matrix H such that

(i) If G is m× n, H is n× (n−m)

(ii) GH = 0

(iii) Each column hi, 1 ≤ i ≤ n−m of H is such that for no scalars

θi, not all zero, does
n−m∑
i=1

aihi = 0. i.e., the columns of H are

linearly independent.
H is called the parity check matrix because, for any codeword
C in the code generated by G, CH = 0.

(b) Show that, given a parity check matrix for a code, the minimum
weight of a codeword (not the 0 codeword) is equal to the
minimum number of rows of H which can be added together to
give 0.

2. Consider (m,n) code.
G is given by [IA],
where I is m×m,
A is m× n−m.

Define H such that H =

[
A
I

]
,

where A is m× (n−m).
I is (n−m) × (n−m).
(i) H is of size n× (n−m).
(ii) To show GH = O.
GH is of size m× (n−m).
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We have to show each element of GH = 0.

GH(i, j) = Gi1H1j +Gi2H2j +Gi3H3j + · · · +GinHnj

= Gi1H1j + · · · +GimHmj +Gi(m+1)H(m+1)j

+Gi(m+2)H(m+2)j + · · · +GinHnj

Only one element of Gik, 1 ≤ k ≤ m is non zero. It is Gii, others are 0.
Only one element of Hqj, m+ 1 ≤ q ≤ n is 1, it is non zero.
It is H(m+j)j, others are 0.
Hence GH(i, j) = GiiHij +Gi(m+j)H(m+j)j.
Hij = Gi(m+j) = aij the ijth element of A.
Hence GH(i, j) = aij + aij.
This is 0 whether aij = 0 or 1.
Hence for all 1 ≤ i ≤ m, 1 ≤ j ≤ n−m,
GH(i, j) = 0, i.e., GH = O.
(iii) To show that the columns of H are linearly independent.

C =

[
I1 A
AT I2

]
is a n× n matrix,

where I1 is of size m×m (identity matrix).
I2 is of size (n−m) × (n−m) (identity matrix).
A is of size m× (n−m).
AT is of size (n−m) ×m.
The determinant of C is non zero.
So columns of C are linearly independent.
The columns of H is a subset of this and hence linearly independent.
Let C be a code word and m the corresponding message word.
C = mG.
CH = mGH = mO = O.
(b) H is a parity check matrix for a (m,n) code
H is of size n× (n−m), where n > (n−m).
Hence the rows of H are not linearly independent.
Let C1 be a code word of minimum weight r say. Then if C = C1 . . . Cn,
r of Ci’s are 1 and rest of them of 0.
Let Ci1 , Ci2 , . . . , Cir be 1.
Then since CH = O, the i1, i2, . . . , irth row added together give 0.

3. How single error correction is done is illustrated by the following
example.
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Let a(2, 5) code be generated by the following generator matrix

h =

[
1 0 1 0 1
0 1 1 1 0

]
e(00) = 00000
e(01) = 01110
e(10) = 10101
e(11) = 11011
m = 2, n = 5

H is 5 × 3 matrix


1 0 1
1 1 0
1 0 0
0 1 0
0 0 1


If instead of codeword 01110, 01010 is received, the third bit is in error
and single error has occured. This is identified as follows:
(received word) H gives

(
0 1 0 1 0

)


1 0 1
1 1 0
1 0 0
0 1 0
0 0 1

 = 100

This is the third row of H.
Hence third bit is in error and corrected as 1. Hence the code word is
01110 and decoded as 01.
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