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ISMG6480 Final Exam Answers (25%)

General Instructions:

You should have 40 questions on X pages.  Mark your answers on the bubble sheet given to you. Each question is worth 2.5 points. This exam is an open book and note exam.  You have two hours to complete the exam.  Please plan your time accordingly.

1. Which of the following aspects of RAID does NOT contribute to improved reliability:
a. error correcting pages
b. striping
c. mirroring.

d. hot spares
Answer: B; moderate
2. Which of the following aspects of RAID does NOT contribute to improved read performance through either parallel processing or less disk contention:

a. spreading error correction pages among disks rather than concentrating on a single disk.
b. striping
c. mirroring
d. hot spares
Answer: D; moderate; spreading the error correcting pages prevents a single disk from becoming a bottleneck
3. What statement does NOT describe usage of the uniform distribution assumption for estimating the fraction of rows satisfying single table WHERE conditions? 

a. Easy to compute and requires a small amount of space (time and space efficient)

b. Can bias query optimizers to use table scans when index scans should be used with perfect information
c. Computes selectivity estimates that can have large errors if the column data is skewed
d. Can be adjusted to improve the accuracy of selectivity estimates.
Answer: D; moderate
4. Although Btrees and binary trees both have logarithmic search cost, random search cost is smaller for btrees because 

a. Btree searches involve fewer comparisons
b. Btrees are balanced
c. Btrees are short and bushy
d. Btrees can have all keys replicated in the leaf nodes
Answer: C; moderate
5. What is the maximum number of keys that can be stored in a node of a Btree with a 16 byte key and 8 byte pointer in which the node size is 4 KB? In the choices below, Floor(X) returns the largest integer less than or equal to X and Ceil(X) returns the smallest integer greater than or equal to X.
a. Floor(4096/16) - 1
b. Floor(4096/24) - 1
c. Ceil(4096/24) - 1
d. Log2 4096
Answer: B; moderate
6. What is the maximum height of a Btree with a maximum branching factor of 256 to index 2,000,000 keys?
a. ceil(Log128 1,000,000.5)
b. ceil(Log256 1,000,000.5)
c. floor(Log256 2,000,000)
d. floor(Log128 2,000,000)
Answer: A; moderate
7. What statement best describes the purpose of the PCTFREE clause in the Oracle CREATE TABLE statement? 

a. Specifies the maximum amount of occupied space before new inserts are accepted. 

b. Specifies the minimum percentage of a data block preserved as free space for updates to rows

c. Specifies the maximum free space in a page.
d. Specifies the free space threshold when a page is split.
Answer: B; moderate
8. What statement best describes the purpose of the PCTUSED clause in the Oracle CREATE TABLE statement? 

a. After a block reaches full status, a block becomes a candidate for row insertion when its used space falls below the PCTUSED threshold.

b. When a block is not full, PCTUSED specifies the free space limit when insertions will no longer be accepted.
c. Specifies the minimum free space in a page.
d. Specifies the used space threshold after which a page is split.
Answer: A; moderate
9. What statement is FALSE about bitmap indexes?
a. Bitmaps are easily compressed so bitmap storage is reasonable for columns with few values.
b. Bitmaps indexes can be used as column indexes and join indexes.
c. Bitmaps indexes are typically used for unique columns.
d. Bitmap indexes are widely used in dimension tables for data warehouses.
Answer: C; moderate
10. What action is NOT available to a DBA to influence the access plan chosen for a SELECT statement? 

a. Determine the timing of updating statistics 

b. Determine the level of detail (such as the number of histogram ranges) of column statistics used by the optimizer
c. Provide hints to influence the access plan chosen by the optimizer
d. Provide a sample of access plans so that the optimizer can learn from examples of poor access plans
Answer: D; moderate

11. In the following WHERE clause, for which conditions can a Btree index be used assuming single column indexes are defined for Col1, Col2, and Col3?

WHERE Col1 > 100 AND Col2 LIKE '%M' AND Col3 IN ('CO', 'CA')

a. All three conditions
b. The conditions involving Col1 and Col2
c. The conditions involving Col1 and Col3 
d. The conditions involving Col2 and Col3
Answer: C; moderate
12. Identify the columns in the composite index on columns <Col1, Col2, Col3> that match conditions in the following WHERE clause?


WHERE Col3 > 100 AND Col2 LIKE 'M%' AND Col1 IN ('CO', 'CA')
a. Col1 and Col2
b. Col1 only
c. Col1, Col2, and Col3 
d. None
Answer: A; moderate
13. What statement is NOT true about clustering Btree indexes?

a. In a clustering index, the order of the data records is close to the index order.
b. For each table, at most one column can have a clustering index.
c. Using a clustering index for a range search, some data pages may be retrieved more than one time. 
d. Primary keys and foreign keys can be good choices for clustering indexes.
Answer: C; moderate
14. For the following SELECT statement, identify the access plan that is NOT possible assuming single column indexes on Col1, Col2, and Col3.

SELECT * FROM T1


WHERE Col2 > 100 AND Col1 = 'CO' AND Col3 LIKE '%Z'
a. Use a table scan on T1
b. Use an index scan on Col2 followed by a scan of the data pages
c. Perform a multiple step index scan involving the intersection of row identifiers from the indexes on Col1 and Col2 followed by a scan of the data pages
d. Perform a multiple step index scan involving the union of row identifiers from the indexes on Col1 and Col2 followed by a scan of the data pages
Answer: D; moderate
15. What statement does NOT describe the usage of equal-height histograms for estimating the selectivity of a single table WHERE condition? 

a. Provides better estimates than the uniform value assumption if the column data is skewed 

b. Requires more space and time overhead than the uniform value assumption
c. Computes estimates that can have a worst case error controlled by the number of ranges in the histogram
d. Even with a reasonable number of ranges, computes estimates that can have large errors (much greater than 1/Number of Ranges) if the column data is skewed
Answer: D; moderate
16. What join algorithm can always be used to combine two tables irrespective of whether the tables have indexes and whether the join condition involves equality?

a. Nested loops
b. Sort merge join
c. Hash join
d. Hybrid join
Answer: A; moderate
17. What statement is FALSE about access plans?

a. In an access plan, the leaf nodes are individual tables in the query, and the arrows point upward to indicate the flow of data.
b. Access plans vary by join order, join algorithms, and file structures.
c. In an access plan, a node can have multiple parents.
d. A query compiler can either interpret an access plan or generate code for an access plan.
Answer: C; moderate
18. What statement best describes bitmap operations performed in star join optimization?

a. In the first phase, the bitmap join indexes on each dimension table are combined using the UNION operator for AND conditions and the INTERSECTION operator for OR conditions. In the second phase, the bitmaps resulting from the first phase are combined using the UNION operator. In the third phase, the rows of the fact table are retrieved using the bitmap resulting from the second phase.

b. In the first phase, the bitmap join indexes on each dimension table are combined using the UNION operator for OR conditions and the INTERSECTION operator for AND conditions. In the second phase, the bitmaps resulting from the first phase are combined using the INTERSECTION operator. In the third phase, the rows of the fact table are retrieved using the bitmap resulting from the second phase.
c. In the first phase, the bitmap join indexes on each dimension table are combined using the UNION operator for OR conditions and the UNION operator for AND conditions. In the second phase, the bitmaps resulting from the first phase are combined using the UNION operator. In the third phase, the rows of the fact table are retrieved using the bitmap resulting from the second phase.
d. In the first phase, the bitmap join indexes on each dimension table are combined using the INTERSECTION operator for OR conditions and the INTERSECTION operator for AND conditions. In the second phase, the bitmaps resulting from the first phase are combined using the INTERSECTION operator. In the third phase, the rows of the fact table are retrieved using the bitmap resulting from the second phase.
Answer: B; moderate;
19. What statement is FALSE about the difficulties of index selection? 

a. The behavior of the query optimizer is not relevant to the index selection problem.
b. Even if indexes on combinations of columns are ignored, the theoretical number of choices is exponential in the number of columns.
c. Index choices can be interrelated in subtle ways.
d. Distribution of parameter values in reports and queries should be specified.
Answer: A; moderate
20. When estimating the selectivity of logical combinations of conditions such as Salary > 50000 AND JobTitle = ‘Flight Attendant’, which statement is FALSE: 
a. Use of the independence assumption simplifies the calculation.
b. Use of the independence assumption can lead to large estimation errors when columns are correlated.
c. Oracle hints can be used to compensate for the estimation error.
d. Oracle provides multi-column histograms to improve the accuracy of selectivity estimates.
Answer: D; moderate
21. What level of knowledge of join algorithms is NOT necessary for a DBA?

a. Understand algorithm requirements such as indexing and sorting
b. Understand scenarios in which one algorithm is preferred to another algorithm
c. Understand the cost formulas used by the query optimizer
d. Understand the connection between join algorithm requirements and index choices.
Answer: C; moderate
22. The hash join algorithm is typically preferred to the sort-merge join algorithm when

a. Both join tables have an index on the join column

b. Both join tables are sorted on the join columns
c. Neither join table has an index on the join column, and neither table is sorted as the result of a previous access plan operation.
d. One join table has an index on the join column and the other table is sorted on the join column in the result of a previous access plan operation.
Answer: C; moderate;
For problems 23 to 27, you need to use the sample timeline for transactions that change the PriceHistory.Price column.  In the timeline, transactions 1 and 2 are concurrently trying to modify the Price column of the same PriceHistory row. No concurrency control is used to regulate the interference of the transactions. The value of Price at time T1 is 100. You can assume that no other concurrently executing transactions are modifying the Price column of the PriceHistory row used by these transactions.

Timeline for Transactions that Manipulate PriceHistory.Price

	Transaction 1
	Time
	Transaction 2

	Read Price
	T1
	

	
	T2
	Read Price

	Price := Price + 10
	T3
	

	
	T4
	Price := Price - 5

	Write Price
	T5
	

	
	T6
	Write Price


23. What is the value of Price after the write operation at time T6? 
a. 100
b. 110
c. 105
d. 95
Ans: d

24. If transactions 1 and 2 execute sequentially (either transaction may be executed first), what is the value of Price after completion of both transactions? 

a. either 110 or 95 depending on which transaction executes first
b. 110
c. 105
d. 95

Ans: c

25. If locking is used to control interference, transaction 1 must acquire what kind of lock on Price before changing its value?

a. shared lock
b. exclusive lock
c. intent lock
d. deadlock
Ans: b

26. What concurrency control problem does the timeline depict?
a. uncommitted dependency
b. deadlock
c. inconsistent retrieval
d. lost update
Ans: d

27. If transaction 1 acquires an exclusive lock on Price before transaction 2, when will transaction 1 release the lock if the concurrency control manager follows the two-phase commit protocol? You should assume that transaction 1 needs to lock other items after performing the operation on PriceHistory.Price.
a. immediately after completing the write operation
b. at the end of the transaction
c. after broadcasting the change to other transactions
d. after the next checkpoint
Ans: b

For problems 28 to 32, you need to use the sample transaction timeline showing the progress of transactions with respect to the most recent backup, checkpoint, and failure.
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28. If transaction T4 aborts after the checkpoint, undo operations are required if the recovery manager uses which recovery process?
a. immediate update approach

b. two-phase locking protocol
c. two-phase commit protocol
d. deferred update approach
Ans: a

29. If a media failure occurs, the recovery work for transaction T4 involves what operations if the recovery manager uses the immediate update approach?
a. redo forward from the last checkpoint

b. redo forward from the beginning of the transaction
c. redo forward from the last backup
d. no redo work
Ans: b

30. If a system failure occurs, no recovery work is needed for which transaction(s) if the recovery manager uses the immediate update approach?
a. T2

b. T3
c. T9
d. both T3 and T9
Ans: d

31. If a system failure occurs, no recovery work is needed for which transaction(s) if the recovery manager uses the deferred update approach?
a. T2

b. T4
c. T6
d. both T4 and T6
Ans: a

32. If a system failure occurs, only redo operations are needed for recovery if the recovery manager uses which recovery process?
a. immediate update approach

b. two-phase locking protocol
c. two-phase commit protocol
d. deferred update approach
Ans: d

33. What statement is FALSE about the Read Committed isolation level?
a. It uses short-term shared locks.
b. It permits certain kinds of lost update problems.
c. It is the default level used by many DBMSs such as Oracle
d. It is equivalent to the Two Phase Locking protocol.
Ans: d

34. What statement is FALSE about deadlocks?
a. The Two Phase Locking Protocol prevents deadlocks.
b. They involve mutual waiting on lock requests.
c. They are resolved by restarting a transaction involved in the deadlock.
d. Timeout intervals or cycle detection are used to control deadlocks.
Ans: a
35. Identify the control NOT available to a DBA to influence transaction throughput.
a. Timeout interval
b. SQL isolation level
c. Locking granularity
d. Transaction boundary determination
Ans: c
36. Identify the control NOT available to a DBA to influence recovery overhead and restart time.
a. Checkpoint interval
b. Size of online log
c. Recovery process used by the DBMS
d. Amount of redundancy for the log
Ans: c

37. Dividing a long transaction into several smaller transactions usually 
a. Improves constraint checking 

b. Reduces the possibility of deadlocks 

c. Increases potential waiting by other transactions 

d. All of the above 

Answer: b        Level: hard
For problems 38 and 39, you need to use the sample Btree containing nodes A, B, and C as shown in the following diagram.
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38.
Each node of the B-tree can contain at most 4 keys. To insert into the B-tree a record with key = 25, do the following: 

a.
Split the node labeled B 

b.
Insert the record into the node labeled B 

c.
Insert the record into the node labeled A 

d.
Split the node labeled C 
Answer: b        Level: Medium   

39.
Each node of the B-tree can contain at most 4 keys. After inserting into the B-tree a record with key = 62 and a record with key = 85, the B-tree will have the following number of nodes (including the root): 

a.
3 

b.
4 

c.
5 

d.
6 
Answer: d        Level: Hard

40.
What statement is TRUE about the timeout interval parameter for concurrency control? 

a.
Increasing the timeout interval will decrease the waiting time due to deadlocks.

b.
The timeout interval may cause some transactions to restart even though the transactions are not deadlocked. 

c.
The timeout interval indicates the frequency of deadlock detection.

d.
The timeout interval indicates the frequency of releasing locks for committed transactions.
Answer: b   
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